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1 Introduction 
 

There are detailed specifications in the Configuration Manual to replicate the research and its 

outcomes in the individual environment. In addition to the cross-validation and evaluation of 

all the models built, the software and hardware requirement, data import and exploratory data 

analysis, data pre-processing, label encoding, feature selection, and the model-built Cross 

Validation and Evaluation. As shown in Section 2, the report provides information on the 

configuration of the environment.  

Section 3 tells us about all the data collection. Section 4 is data exploration consisting of 

Frame Extraction. Key Frame extraction is interpreted in section 5. Section 6 contains all the 

information about video summarization. Section 7 provides the details about the video 

summarization of VSumm data. Section 8, explains how results are computed. 

 

2 Environment 
 

Details about the required hardware and software are provided in this section.  

 

2.1 Hardware Requirements  

 

Figure 1 talks about the hardware specifications. Intel i5-1135G7 with the 11th Generation 

Intel Core CPU @ 2.40 GHz, 8 GB installed DDR4 RAM Memory at speed of 2419 Mhz, 64 

Bit Windows 11 Operating System.  
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Figure 1: Hardware Requirements 

 

2.2 Software Requirements 
 

 Anaconda 3 for Windows (Version 4.8.0)  

 Jupyter Notebook (Version 6.0.3)  

 Python (Version 3.7.6) 

 

3 Data Collection 
 

The data is collected from https://sites.google.com/site/vsummsite/home 

This data consists of several videos along with their keyframes images. 

 
 

4 Frame Extraction 
 

This section covers the code done to extract frames from the video. To import video, we are 

using the cv2 library and all the frames are extracted and saved in a folder as an image. 
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Figure 2: Required Python Libraries 

 

 

 

 

 
 

Figure 3: Creating a folder to save frames 

 
 

Figure 4 illustrates the code to read the video and the global variables required to process the 

frames of the video. After importing the video file we are initializing a 1944 dimensional 

array to store 'flattened' color histograms, and a dictionary to store the original frame as an 

array. 
 

 
 

Figure 4: Video loading 
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Figure 5 represents the read the video and reading each frame from the video and saving it as 

an image. The frame image is then processed, and all the frames are normalized. Then we 

read the video file and check if it got frames. If true, then we rearrange the frames to get 

frames in RGB order since cv reads frame in bgr order. After storing each frame (array) to D, 

so that we can identify key frames later we divide a frame into 3*3 i.e 9 blocks. Then we find 

histograms for each block and flatten the histogram to a one-dimensional vector to generate 

the feature vector. The arr is created by vertically stacking i.e. appending each one-

dimensional vector to generate an N*M matrix (where N iseveralof frames and M is 1944). 

All frames are transposed into columns by transposing the array i.e M*N dimensional matrix. 

 

 
 

Figure 5: Frame Extraction 
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Figure 6: Details of all the frames  

 

 
Figure 7: Histogram plot for the frames 

 

 

5 Key Frame Selection 
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Key frame extraction is done using the Connectivity centroid algorithm for keyframe 

extraction. A sparse matrix is initialized, and the top 96 singular values of the vector generate 

projections. Projections are the column vectors i.e.; the frame histogram data has been 

projected onto the orthonormal basis formed by vectors 

 

 
Figure 8: Data splitting 

 

 

Figure 9 below shows illustrates the use of dynamic clustering to find similar frames in a 

projected frame histogram, i.e. to make shots.  Frame cluster is generated to store frames in 

the respective cluster and add the first two projected frames in the first cluster. Then the 

centroids of each cluster are stored, and the mean is taken to find the center of the centroid. A 

cosine similarity metric is used to quantify how similar is one vector to other. 
 

 

 
Figure 9: Cluster centroid 

 

Our next step is to determine how many data points are contained in each cluster.  We can 

assume that sparse clusters indicate the transition between shots so we will ignore these 

frames which lie in such clusters and wherever the clusters are densely populated indicates 

they form shots and we can take the last element of these shots to summarize that particular 

shot where we find 0 in cluster data points indicates that all required clusters have been 
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formed, so we can delete these from copied points. Last is the size of each cluster. So, a total 

of 90 shots is required. 

 

 
Figure 10: Cluster data projections 

 

 
Figure 11: Cluster saved as an array 

 

 

 
 

Figure 12: Cluster array converted to a pandas Data frame 

 

Data frames are then created from multidimensional arrays. In the next step, we converted the 

cluster level from float to integer. Once the frames are filtered, only those that belong to 

required clusters or qualify for being in the shot are considered that have more than 90 frames 

in them. For each cluster /group take its last element which summarizes the shot i.e key-

frame by finding key-frames (frame number so that we can go back to get the original 

picture) and output the frames in png format. 
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Figure 13: Data Frame Processing 

 

 
Figure 14: Keyframe folder creation 

 

 
Figure 15: Saving Keyframes as images 
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Figure 16: Visualising Keyframes 

 

 

 

6 Video Summarisation  
 
 

This section covers the code to generate the video from the extracted keyframes. The video is 

saved as mp4 files.  
 

 
 

Figure 17: Video summary creation 

 
 

Figure 18: Implementation of Video Summary function 

 

 

7 Video Summarisation of Vsumm 
 

 

This section explains the process to generate the keyframes of the video data VSUMM. All 

the videos are looped through the steps of frame extraction, and keyframe extraction using 

connectivity centroid.  
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Figure 19: Clearing space of folders created in the above steps 
 
 

 
 

Figure 20: KeyFrame extractor function 
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Figure 21: List of VSUMM videos 
 
 

 
 

Figure 22: Generating keyframes of all the video 
 
 

 

8 Model result 
 

This section explains the performance of the keyframe extraction algorithm. The keyframes 

extracted by the algorithm implementation and the keyframes downloaded from the VSUMM 

are compared. They are compared on three criteria. First, that video is compared based on a 

perceptual hash that takes an image and returns a corresponding hash value. This works on 

the concept that there are different types of perceptual hashes, but a given image returns the 

same hash value, even if the image has been resized.  
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The second metric used is the total number of keyframes generated by both models.  

The third metric is SSIM. The structural information model (SSIM) predicts that image 

degradation occurs when structural information changes. The idea of structural information is 

that pixels are strongly linked during the processing of an image, especially when they are 

spatially close. Information about the structure of objects in the visual scene is contained in 

these dependencies. 

 
 

 
 

Figure 23: Keyframes comparison 
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