
Configuration Manual

MSc Research Project

Programme Name

Pooja Chopra
Student ID: x20145870

School of Computing

National College of Ireland

Supervisor: Dr. Bharathi Chakravarthi

www.ncirl.ie



National College of Ireland
Project Submission Sheet

School of Computing

Student Name: Pooja Chopra

Student ID: x20145870

Programme: Programme Name

Year: 2022

Module: MSc Research Project

Supervisor: Dr. Bharathi Chakravarthi

Submission Due Date: 31/01/2022

Project Title: Configuration Manual

Word Count: 978

Page Count: 10

I hereby certify that the information contained in this (my submission) is information
pertaining to research I conducted for this project. All information other than my own
contribution will be fully referenced and listed in the relevant bibliography section at the
rear of the project.

ALL internet material must be referenced in the bibliography section. Students are
required to use the Referencing Standard specified in the report template. To use other
author’s written or electronic work is illegal (plagiarism) and may result in disciplinary
action.

Signature:

Date: 30th January 2022

PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST:

Attach a completed copy of this sheet to each project (including multiple copies). □
Attach a Moodle submission receipt of the online project submission, to
each project (including multiple copies).

□

You must ensure that you retain a HARD COPY of the project, both for
your own reference and in case a project is lost or mislaid. It is not sufficient to keep
a copy on computer.

□

Assignments that are submitted to the Programme Coordinator office must be placed
into the assignment box located outside the office.

Office Use Only

Signature:

Date:

Penalty Applied (if applicable):



Configuration Manual

Pooja Chopra
x20145870

This document contains the hardware, software requirement to replicate this research
project with title:”Crack Detection using Edge Detection and Transfer Learning Models”.

1 Introduction

This document is the configuration manual for the project titled ”Crack Detection using
Edge Detection and Transfer Learning Models”. This manual contains the details of
hardware and software required to replicate the study. It has contain the information
about the settings required for the replication. The information about about the different
phases of the programming for the implementation of the research work is also given in
sequential manner. There are 5 case studies done in this research. The last study is
discussed in this manual. However, there other case studies can be done in similar
manner.

2 Configration required

The system configuration required in this study are discussed in this section. Hardware
and software requirement are also discussed in this section. These configurations helps
are pre-requisite for this study.

2.1 Hardware Requirement

This study can be conducted in any system with internet facility as google colab will used
for running code for this study.

2.2 Google Colaboratory

Google colab is a Google product.Colaboratory – Google. (n.d.) Colab or Colaboratory
is a open source plateform. This allow users to excute data analytics, machine learning
code through web browser.In this study CPU is used for the execution of the code.

2.2.1 Colab Specification

The specification of colab are give in table 1
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Table 1: Colab Specifications
Number of Core 2
RAM 13.6 GB
Maximum lifetime of a VM 12 hours.
Idle VMs time out 90 mins
Runtime Types CPUs, GPUs, and. TPUs
vendor id GenuineIntel
cpu family 6
model 79
model name Intel(R) Xeon(R) CPU @ 2.20GHz
cpu MHz 2199.998
cache size 56320 KB
address sizes 46 bits physical, 48 bits virtual

2.2.2 Jupiter Notebook

Colab Jupiter notebook is used in this research. It is a open source web application that
can used by anybody. Code is written in python langauge.

3 Project Development

This study was conducted using colab Jupiter notebook. We need to open colab web
application. 1. Login using user and password. Go to file and then click on new notebook

3.1 Data loading and mounting

Upload data in google drive.

3.2 How to use data in colab

Mount the Data using the command given in figure 1. Now the google drive path can be
used for the analysis in this study.

Figure 1: Mounting data

3.3 Importing Libraries

Libraries can be imported using figure 2.

1www.https://colab.research.google.com/
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Figure 2: Importing Libaries

3.4 Data Pre-processing in deck and pavement

Below are pre-processing steps for deck and pavement images. Figure 3 was used for pre-
processing pavements cracked images and figure 4 was used for pre-processing pavements
cracked images. The same steps can be used for pre-processing deck images.

1. Applying binary threshold function

2. Applying Canny image transformation to find edges

3. Finding contour on canny transformed images.

4. Increased contrast of the image and drawing contour on it

5. Saving pre-processed images in the back to google drive
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Figure 3: Pre-processing steps in deck and pavement for cracked images

Figure 4: Pre-processing steps in deck and pavement for cracked images
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3.5 Data Pre-processing in walls

Below are pre-processing steps for walls images. Figure 5 was used for pre-processing
cracked walls images. The same steps can be used for pre-processing non-cracked walls
images.

1. De-noising Images using a median filter.

2. Applying adaptive threshold function to a denoised image.

3. Applying Canny image transformation to find edges.

4. Finding contour on canny transformed images.

5. Drawing contour on its original images

6. Saving pre-processed images in the back to google drive

Figure 5: Pre-processing steps in walls

3.6 Loading transformed images in dataframes

Code in figure 6 was used to loading pavement images into the dataframe. Same process
can be used for loading deck and walls images. Images were downsampled for balancing
data before making dataframes. Dataframes for decks, pavement and walls were joined
using figure 7.
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Figure 6: Loading transformed images in dataframes

Figure 7: Joining dataframes

3.7 Splitting test, train and validation dataset

Train and test dataset was splitted into 80% and 20% ratio. Train dataset was again
splitted into train and validation in 80% and 20% ratio. The code can be seen in figure 8

Figure 8: Splitting test, train and validation dataset

3.8 Building Models

3 models were applied in case study 6. Xception, VGG19 and Resnet50 models were
applied to the dataset.
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3.8.1 Xception Model

Figure 9 contains xception model building code.

Figure 9: Xception model building

3.8.2 Resnet50 Model

Figure 10 contains Resnet50 model building code.

Figure 10: Resnet50 Model building

3.8.3 VGG19 Model

Figure 11 contains VGG19 model building code.
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Figure 11: VGG19 Model Building

3.9 Model training

3 different models were trained using VGG19, Resnet50 and Xception Model. Figure 12
contain code for training the model.

Figure 12: Model training

3.10 Choosing epoch for training

Epoch were chosen based on the loss value of the validation dataset. If loss in the
validation set continuously decreased, then epochs were stopped. Figure 13 can be used
for checking metrics in training and validation datasets.
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Figure 13: Checking epoch and validation parameters

3.11 Prediction

Code in figure 14 was used for test the efficiency of the training model.

Figure 14: Prediction

3.12 Evaluation

The models were evaluated using precision, recall, f1 score and accuracy. The overall
accuracy of the model can be checked using code in Figure 15. The figure 16 contain
code for checking the precision, recall, f1 score and accuracy of test dataset. Figure 17
contains the information about the True Positive value i.e. images that are actually true
and predicted true the model.
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Figure 15: Checking overall accuracy and loss

Figure 16: Classification report

Figure 17: Confusion Matrix

Same steps can be followed to replicate the rest of the case study.
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