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COVID-19 Vaccine Understanding and Aftereffects:
Twitter User Mental Health Analysis and Pfizer Stock
Predictions for Major Regions

Deeksha Chaudhry
20154267

Abstract

These discussions can help governments, organizations, and individuals respond
to the pandemic. Covid-19 has resulted in unprecedented duration of power outages,
loneliness, insecurity, and agony. The impact of Covid-19 is investigated utilizing
sentiment analysis and emotion categorization throughout this study. The dataset
was constructed by collecting tweets from the last two months in The United King-
dom, The United States, Canada, Singapore, and Ireland. These tweets are then
analyzed to determine the mental health of those who use Twitter. Following that,
these tweets are utilized to forecast stock prices for the Pfizer corporation, as this is
the vaccine is widely used in the aforementioned nations. Various machine learning
models were applied and analyzed to get the desired and more accurate results.

1 Introduction

Novel Corona Viruses, generally known as COVID-19, have proliferated across the globe.
This virus spreads quickly and is lethal to humans. As of December 3 (WHO Coronavirus
(COVID-19) Dashboard; n.d.), 2021, there have already been 263 million documented
cases of COVID-19 registered to WHO, comprising more than 5 million fatalities. Several
almost 8 billion vaccination shots have already been delivered as of Dec 3, 2021. Since
so many places have implemented lockdown, the epidemic scenario impacts all areas,
particularly the economy. Certain human activities across the world have been affected
by the lockdown.

Several people share their thoughts about vaccines on social media sites. This COVID-
19 epidemic has demonstrated how and why the spread of misinformation, helped by
media platforms and other current technologies, is presenting as much of a threat to global
public health and safety as virus infections themselves. Advances in social networks and
the internet provide possibilities to keep the masses secure, updated, and interconnected.
Unfortunately, the same construction allows and magnify the present information, which
threatens to impair worldwide reaction and risk epidemic control efforts.

Whereas youth are least likely to get serious illness through Coronavirus and they
indeed are a crucial population in relation with this outbreak and have the communal



obligation to assist us prevent spreading. Individuals are perhaps the most engaged digit-
ally, connecting with mostly used five digital platforms including such Facebook, Twit-
ter, Snapchat, and Instagram everyday. An interdisciplinary study was taken to better
comprehend how emerging adults are interacting with technologies amid this worldwide
communication issue, involving roughly 23K respondents which were aged between 18-40
years from 24 different nations across 5 continents.

Social networks are employed since it offers adaptability, engagement, and low cost.
Social media platform programs such as Twitter have grown in popularity not just for
advertising as well as for the interchange of knowledge and the formation of subjective
opinions. Twitter is expanding rapidly as well as gaining popularity all around the
globe (Tariq Soomro et al.| (2020)). Several individuals are using the Twitter platform
to aid various opinions, such as either a platform for fighting, governmental agendas,
and dissemination of data and information, and it really is playing an important role in
societal growth.

This project focuses on analysing tweets retrieved from Twitter utilizing developer
access. The tweets connected to Covid 19 are taken into account and utilized to extract
distinct emotions and perform mental health analysis and doing sentiment analysis by
comparing and classifying the tweets made by users from various countries. The second
portion would investigate the Pfizer vaccine and attempt to forecast stock prices for the
Pfizer company using data from five key consumers of this vaccine: the United States,
Canada, Singapore, Ireland, and the United Kingdom.

A combined examination of machine learning-based approaches will be performed in
this paper. The research is divided into parts. The first part will do the sentiment analysis
using a list of emotions. This second phase will take up three algorithms, and we will
undertake a comparative analysis on each one. Neural Network, LSTM, and Bi-LSTM
models are utilized as the machine learning models. The primary goal of this research is
to categorize tweets and develop the best algorithm for predicting stock prices for Pfizer
vaccine. The third section will go over the findings and discussions, and the last section
will go over the conclusions and future scope.

1.1 Research Questions

- Mental health analysis by emotions recognition by scraping twitter’s data in pan-
demic situation

- Predicting Pfizer stock prices by analysing tweets from Twitter for countries that
rely heavily on Pfizer with help of machine learning models.

2 Related Work

Several papers have now been published in relation to studying the Twitter dataset on
various themes during the COVID-19. In (Villavicencio et al.f 2021)) it is seen that quite
a few research have focused on Twitter data associated with COVID-19 immunization.
During COVID-19 epidemic, Glowacki et al. (Glowacki et al.; 2020) used text mining
to discover addiction problems. They collected public tweets combining the two terms



"addiction” ”covid” and identified 14 common subjects, as well as providing debate upon
these issues. The data they used contains 3301 tweets. They wish to identify public talks
about addictions on Twitter during COVID epidemic, however due to the outbreak, they
haven’t concentrated on sentiment analysis concerning addiction.

The purpose of this article |Sattar and Arifuzzaman (2021)) is to examine public per-
ception of COVID-19 immunization and the consequences of vaccine in relation to health
safety precautions. We collect tweets depending on multiple keywords connected to vac-
cinations and health security concerns following vaccination to interpret public response
and policymakers anticipate vaccination campaigns and health and wellbeing initiatives.
Using Twitter textual analysis, health scientists and politicians may learn well about
public’s attitude to vaccine during the outbreak of coronavirus.

The research Abhishek Akshay Chaudhri (n.d.) is limited to tweets from the Phil-
ippines, but we gather tweets from all around the world. As a result, we have almost
1.2 million tweets, and that they only evaluated 993 of them. This study likewise used
the Nave Bayes method to forecast categorization, whereas tweets are classified using a
lexicon-based classification and the freely accessible tools VADER and Textblob.

The current study (Wang, Ahorsu, Lin, Chen, Yen, Kuo, Griffiths and Pakpour;
2021)) discovered that the component of the health of COVID-19 were positively linked
with willingness to get vaccinated against it. Various COVID-19 vaccine data sources
were strongly linked with PMT constituents and awareness of the process of COVID-19
immunization, however the orientations of these connections differed.

In this work Rahul et al.| (2021)), NLP was used to analyze the tweets/retweets. The
null hypothesis in specified columns have been replaced with 0 such that the research can
proceed. By default, the 'user id’ field received inputs in scientific notation, which were
subsequently converted to a standardized format for ease of study. A separate data frame
was built for the number of tweets generated by different user ids, as well as the unique
hashtag used. After that, the column "tweets’ was transferred into some other dataset for
sentiment classification. ’symbol’, "@mentions, URLs, and RTs were then deleted from
the collected tweets. In ? the stopwords are eliminated, and the tweets are tokenized. The
tokens are lemmatized, subsequently untokenized and put to the dataframe as cleansed
tweets. This dataframe was downloaded in.csv form for evaluation. Python packages
including such "NumPy,” | "pandas”, "nltk” and "re,” and were utilized for data pre-
processing.

In |Pramod and Pm| (2021) Stock value forecasting is a hard undertaking that need a
solid computational foundation in order to calculate relatively long share values. Because
stock prices are connected within the structure of the market, predicting expenses will be
challenging. In Sayavong et al. (2019) Deep learning has emerged recently as a category
of current techniques ideal for autonomous extracting the features and predictions. Deep
learning approaches have been demonstrated in several fields, including computer vision
and NLP, to be capable of progressively constructing meaningful complex features from
the data or smaller characteristics.IIt is mentioned in Wang, Wang, Cao, Li, Sun and
Wang] (2021)), that because stock market activity is complicated, irregular, and noisy, it
appears that feature extraction that are meaningful enough to predict things is a major



difficulty, and machine learning appears to be a potential solution to this.

The data utilized in the research comes from Yahoo Finance library, S
andP 500 constituent shares. This provides the open, high, low, close, and volume figures
of the 500 largest firms. The suggested approach helps in predicting close price using a
closing price. This section goes through how our system works. This technique is divided
into various phases.

2.1 Literature Review Summary

According to our results and research, a significant amount of effort has been done
in this subject. Various writers and researchers have presented various approaches for
sentiment classification and stock forecasting using Twitter data, but none have achieved
both objectives combined together. The method consists of various dataset pre processing
techniques, feature extraction techniques, selection of features, generating new types of
models, using online algorithms, and so many more. However, in the majority of the
research, we discovered that tests were conducted on a limited portion of the Twitter
dataset. Using a machine learning method, we found the potential for improvement
in this study. In the next sections, we will go through the recommended strategy, our
research, and our findings, as well as go over the performance evaluation in detail.

3 Methodology

The contemporary digital landscape of the modern period has witnessed a growth in
internet consumption. With the rising benefit of the net, the downside has grown in
counterpart. This study article examines several procedures such as data gathering,
pre-processing, visualizations, extraction of features, and others. The Tweets data was
originally gathered by utilizing Twitter’s API. The dataset is then refined to prepare it
for the following phases, which turns the twitter posts to a readable format.
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Figure 1: Proposed Framework for Mental Health Analysis through Image Recognition
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Figure 2: Proposed Framework for Pfizer stock prediction

3.1 Data Acquisition

Data for this investigation was obtained from Twitter over the last two months while
the vaccination rate was high in five major countries: the United States, the United
Kingdom, Canada, Singapore, and Ireland. First, we asked Twitter for developer access.
Once access was allowed, the credentials were utilized to acquire raw data and tweets
based on the Covid-19. To filter out the tweets, we used filters including location, dates,
and all Covid vaccination related terms. We obtained almost 146489 tweets from user
across the mentioned nations. We also utilized Yahoo Finance Library to collect Pfizer
stock data for the last two months, which included the open, high, low, and closing rates
for each date for the previous three months.
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Figure 3: Data head of the tweets data scrapped from twitter

3.2 Data Visualisation

After importing the scraped data from Twitter and Yahoo Finance for the Pfizer vaccina-
tion, the information about the feature must be displayed to acquire a better understand-
ing of the dataset. We depicted numerous characteristics of the twitter dataset using line
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Open High Low Close AdjClose  Volume

Date

2021-09-30 43790001 44049999 42970001 43009
2021-10-01 4252
2021-10-04 4293
2021-10-05 4252

2021-10-06  42.060001

Figure 4: Data head of the tweets data scrapped from twitter

graphs, bar graphs and pie charts. Some information about each dataset characteristic
will be gathered to aid in modelling.

In the dataset insight visualization of line graph in figure 5, before October 10, when
the corona instances were less, the number of tweets and retweets were fewer. When the
number of instances increased in November, the number of tweets remained constant, but
the number of retweets soared. The data shows that the most retweets were received on
November 9th, with almost 17.43k.

Tweet Count Comparison(Daily)

Figure 5: Data head of the tweets data scrapped from twitter

Tweet Count Comparison(Daily)

Figure 6: Data head of the tweets data scrapped from twitter

Figure 7 shows a line chart comparing the number of tweets and retweets hourly. It
demonstrates how tweets remain consistent throughout the day whereas retweets change
significantly during the day.

In another plot figure 8, we can observe the top ten most popular Twitter accounts
user as indicated by their Twitter ID. The first Twitter ID identifies the most popular
individual on Twitter in terms of tweets and retweets, with around 10k tweets done in
the last two months discussing covid vaccine.

We can see five different large nations mentioning about covid vaccination on Twitter
in the above Pie chart (figure 8). We could easily examine the percentage of tweets



Tweet Count Comparison (Hourly)

(17, 32.616K)

Figure 7: Comparison of tweet and retweet counts hourly

(TP

Figure 8: Popular user depiction using bar graph

contributed by each nation. We can observe that the United States alone contributed
around 42.4 percent of the tweets, amounting to 62,191 tweets in the previous three
months. Canada, on the other side, contributes the least, accounting for only 2.34 percent
of total tweets collected which are 3,425.

Tweets Made Across Country

Figure 9: Labels distribution of tweets made in various locations

3.3 Stock Data Visualization

In figure 10, a graphical representation of stock prices fluctuation could be seen with
the help of OHLC line graph. An open-high-low-close chart is a type of graph that is
often used to depict price changes in a financial product over some time duration. Each
horizontal line on the graph represents the pricing structure (highest and lowest prices)
over an amount of time.

Figure 11 shows a line graph that depicts price swings over time, and a bar graph
that depicts the number of tweets during that time period. We noticed that when booster
doses were introduced in November, there was a jump in covid vaccine-related tweets as
well as a rise in Pfizer share prices, which had previously been stable.
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Figure 10: Open, high, low and close for Pfizer during last two months

In the second figure of OHLC, distinct values could be observed at the period when
the volume for vaccine tweets was at its peak, with an open price of 48.09 and a close
price of 48.61 on the same day (Nov 5th)

Figure 11: More detailed open, high, low and close for Pfizer during last two months.

3.4 Data Cleaning and Pre-Processing

The dataset pre-processing step is crucial since it is where various data treatments are
carried out. Identifying null values, missing values, generalizing data, balancing data,
and other data pre-processing phases are all part of the data pre-processing process. For
our data to be accurate we changed all the content on Twitter into lower case for our
data.

There are some URLs that must be eliminated. As a result, for adequate data analysis,
all URLs were eliminated.We also eliminated all the ” from hashtags, as well as the
usernames. For a more balanced sample, we additionally eliminate punctuation and any
repeated characters in text. For example, "helllloooo’ gets converted to "hello.’

Following that, we must eliminate the remaining stopwords. Stop words are terms that
are commonly found in nature and are taken out before the text is processed. Stop words
include all articles, pronouns, prepositions, and other words. As a result, we eliminated
all of the stop words from our text. After, all the processing we obtained a total of 119378
words for further analysis.



3.5 Data Preparation For Stock Prediction

The data for stock prediction is organized and classified in such a way that all dates are
mapped with the closing price on that specific date.

Dats Chirid  Taebii

M Rk W KN = o

Figure 12: Stock Prediction Dataframe

4 Implementation

Our preliminary purpose in this research is to investigate the machine-based technique
for improved analysis of tweets/retweets for mental health analysis and prediction of Pf-
izer stock prices. With new Tweets being sent on Twitter every day, the collecting of
data with various patterns is becoming increasingly difficult. As a result, it is vital to
substantially refine the data gathered before incorporating it into the Machine Learning
model. We employed a variety of libraries for this goal, including pandas, sklearn, mat-
plotlib, NLTK, Tensorflow, SentimenIntensity Analyzer, Yfinance, and NumPy. D data
was extracted that had been filtered and had only relevant characteristics. Matplotlib
library is used for visualization of data, including such bar charts, pie charts, and line
graphs, among other things. We also utilized the seaborn library to connect the pandas
library to the matplotlib package for statistical visualizations. We also utilized Senti-
mentIntensity Analyzer to analyze the sentiment of the words collected from the tweets.
In our model, this library is used for processing the words. We also utilized the warning
library to notify a few of the program’s components. Because our models were executed
on a single computer, the specification for our suggested framework is as follows.

e Operating System: Windows 10

e Hard Disk: 1TB

e RAM: 8GB

e Programming Language: Python3

e Libraries: Pandas, NumPy, Matplotlib, Sklearn, ,yfinance, NLTK, SentimenIntens-
ity Analyzer, Tensorflow

4.1 Sentiment Analysis for Pfizer stock data processing

Sentiment Analysis is the method of detecting if a text is positive, negative, or neutral
"algorithmically’ S et al.| (2021). It is also called as opinion mining since it involves
determining a speaker’s viewpoint or perspective. When it comes to sentiment analysis,
there are two main ways.



e Deep Machine learning or Supervised machine learning technique.
e Approaches based on unsupervised lexicons.

It can be used in three major sectors the business, politics and for public actions ana-
lysis. Organizations makes use of it in business to establish strategies, analyse consumers’
attitudes about brands and products related to them, how the individual react to promo-
tions or new product introductions, and why other items are not purchased. Sentiment
Analysis is used in politics to keep a record of political viewpoints and to find uniform-
ity and discrepancy between governmental statements and behaviour.,Python: Sentiment
Analysis using VADER) (2021) It is sometimes used to forecast results of the election!
Sentiment classification can also assist to track and evaluate sociological trends, identi-
fying potentially harmful circumstances, and evaluating the overall atmosphere of the
internet

In this, we conducted a sentiment analysis using Twitter COVID-19 dataset for the
purposes of this research using VADER Sentiment Analysis [Tariq Soomro et al.| (2020).
To begin, it is critical to grasp regarding sentiment analysis, interpretation and cat-
egorization of emotions within textual information using text analytical. VADER, or
Valence Aware Dictionary and Sentiment Reasoner, is a social media-aware lexicon and
rule-based analyzer.VADER uses a combination of lexical properties (such as words)
that are classified as positive or negative depending on the underlying sentiment polarity
Singh 08/12/2020, (2021)) . VADER displays not just the Positivity and Negativity scores,
but also the degree to which an emotion is positive or negative.

In our research we have classified tweets using SentimentIntensity Analyzer as an ob-
ject whereas polarity-scores act as a method which gives us the score as positive, negative,
neutral and compound. The total of Positive, Negative and Neutral ratings is known as
Compound Score. The score is then adjusted between +1 to -1 as most strongly positive
to most severe negative respectively |Singh 08/12/2020| (2021]) . The closer the compound
score is to 1, more positive the text is.

Data cheaning Data evaluation
e | =]  andPre »| basedon the
processing Polarity Score

Figure 13: Sentiment Analysis using VADER

The graph depicts how the compound score percentage for each tweet in our dataset
is calculated. We can simply demonstrate that an increase in negative score leads to a fall
in pricing. This means that the bad tweets are causing Pfizer’s stock price to decrease.
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Figure 14: Sentiments Score evaluation for tweets using VADER

4.2 Model Approach

In order to forecast Pfizer stock prices, an effective methodology must be used. Taking
the majority of the techniques into consideration, it is concluded that Machine Learning
is by far the most appropriate option. As a result, we compared three techniques in our
paper: Neural Network, LTSM, and Bi-LTSM. We’ll go through a quick summary of each
approach we’ll be using down below. We first created the train and test data to train our
models and then perform testing for our models. We have used iloc create the final data
for training and testing purposes.

“.I

Enipust

Links
//’_‘l;pul Activation
Function Functiom

Figure 15: Neural Network

4.2.1 Neural Network

Neural networks, also known as simulated neural networks (SNNs) or artificial neural
networks (ANNs), are indeed a subfield of machine learning which provide the basis of
deep learning approaches. Their terminology and shape are comparable to that of a
human mind, and they mimic how genuine neurons interact with each other | Menon et al.
(2019). The neuron receives a lot of signals (inputs), all of which have a weight (wi)
related with it. That’s then multiplied by a threshold value which is b then passed as
an argument to the activation function. These computation units, which serve as the
various sections, can be organized in layers.

A Neural network needs data as input [number of data points, time steps, attributes],

where data points are the samples, time steps is the count of time-dependent stages in a
single sample, and attributes are the count of variables for the associated actual value.

11



The first layer in Neural Network is layer with 64 memory units. This return sequences
which ensures that the next layer receives the sequence and not the random data which is
scattered. The next layer is with 128 memory units. We also used relu as our activation
function for this model which generates output only if the input will be positive else it
will output zero.

The model has been fitted across 50 epochs. To address sparse gradients in a noisy
area, we employed the Adam optimizer in our model. We used Keras to create a set of
metrics to track while the model is training. At the conclusion of each epoch, the metrics
value will be assessed. We calculated Mean squared error and Mean absolute error for
our data at the conclusion of each epoch.

4.2.2 LTSM

A basic LSTM network is composed of several blocks of memory referred as cells. The
two main components that are now passed to the next cell are the cell state and the
concealed state.Memory blocks are in charge of memorizing, and modifications to this
information are made via three key process which is known as gates. These gates are
input gate, output gate and forget gate|Long Short Term Memory: Architecture Of LSTM
(2020a)). We utilized the Keras library, an elevated API for neural-networks that extend
the functionality of TensorFlow.

Figure 16: LTSM

We have used the reshape function to train and test data from 2D to 3D. A LSTM
network needs data as input [number of data points, time steps, attributes|, where data
points are the samples, time steps is the count of time-dependent stages in a single sample,
and attributes are the count of variables for the associated actual value. In this model,
we have used Tanh as the activation function. The Tanh function is another name for
the hyperbolic tangent activation function. It is quite close to, and also has the identical
S-shape as, sigmoid activation function. The method accepts any actual value as input
and returns values ranging from -1 to 1. We have used the same compile function with
50 epochs and Adam optimizer in the model.

4.2.3 Bi-LTSM

Bi-LTSM or Bidirectional long-short term memory is the technique of allowing any neural
network to store sequence data in both ways, either backwards or forwards i:e from future
to past and vice versa. We may enable the inputs flow across both ways in bi-LTSM to

12



retain both past and future information Verma 17/07/2021 (2021). We can observe the
information flow flows back and forth in the diagram.
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Figure 17: Bi-LTSM

BI-LSTM is typically used in jobs that need sequential matching. Text categoriza-
tion, forecasting models and speech recognition can all benefit from this type of system.
We have introduced a bi-LSTM layer to a conventional neural network utilising Keras.
Tensorflow’s Keras now has a new class [bi - directional] for generating bi-LSTM. We
trained this model too using a training dataset with 50 epochs.

5 Evaluation

Our main objective in this research paper is to develop an effective algorithm to determine
people’s mental health for a given time period by analyzing tweets from five important
nations, after which we forecasted Pfizer stock prices because these are the countries that
use Pfizer vaccine more than any other. Sentiment Analysis, Neural Network, LTSM, and
Bi-LTSM were among the methodologies we used to incorporate in research models.

We utilized criteria such as mean squared error and mean absolute error to select
the best-performing model based on its performance and efficiency. With these metrics
scores, we may consider developing an effective system to forecast Pfizer vaccine stock
prices. We will compare the performance of every model based upon the metrics in this
section.

The first finished bar graph represents the mental health of individuals who tweeted
between 01-10-2021 and 03-12-2021. We extracted 120K words from the tweets and
matched them to a set of emotions stored in a text file called emotions. As shown in
recent research, there are up to 27 different types of emotions. These emotions were
imported into the code and then measured. All the retrieved terms from tweets were
compared to this file, which aided in identifying the users’ moods and present state of
mind. This storyline allows us to analyse how individuals feel and depict their mental
wellbeing in their Twitter comments/gestures, which is the core objective of our study.
It was evident that the emotions of sadness, fear, happiness, and anger had the greatest
count. In comparison to this, the rest of the emotions had a far lower count.

13



Mental Health Analysis of Twitter users between (2021-10-01)-(2021-12-03)
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Figure 18: Mental Health Analysis Through Emotions Recognition

As a result, we may determine that the top 10 leading feeling in our Twitter dataset
during the previous three months has been sadness, accounting for 17.4 percent of all
feelings. Happy and fear are the second and third most common emotions, accounting
for 17 percent and 15.5 percent, respectively. The covid 19 circumstance has a significant
psychological impact on people, so we attempted to convey this as much as practicable.

Tweets Made Across Country

Figure 19: Tweets Percentage Made Across the Country

5.1 Machine Learning Models Performance

As during development and training of a ML model, the present state of the machine
learning model may be assessed at each iteration of the training phase. It may be tested
against the training data set to determine how effectively the model is learning. It could
also be tested on a separate validation data set which is not included in the training
sample. The validation data set is used to determine how effectively the model generalizes.
In learning curves, the models exhibits three behaviors: underfit, goodfit, and overfit.
The Mean Squared Error is computed, and it is the most generally used and successful

14



programming metric |[Long Short Term Memory: Architecture Of LSTM (2020b). The
equation is as follows.

e .
MSE==F0_ 3 Zit1(tpi — ¥pi)
Wheere, l‘-.,- Predicted value for deta point i;

¥ pi =Actual value for the data point i;
M = Total number of data poants

Figure 20: Mean Squared Error

The underfit model can also be spotted by a falling training loss which continues to
decline at the conclusion of the graph |Long Short Term Memory: Architecture Of LSTM|
(2020D)). Underfitting is indicated if the training loss continues flat irrespective of learning
or continues to decline until the completion of training.
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Figure 21: Training and Validation curves for Underfit Model

A model shows goodfit when that model has potential of more learning and prospect-
ive enhancements. A good-fitted plot is when the training loss graph lowers to a stable

point or validation loss graph reaches a stable point and also has a narrow gap with the
training loss plot.

s ———

Figure 22: Training and Validation curves for Goodfit Model

Over fitting is considered as a model that really has learnt the training data set quite
well, incorporating statistical uncertainty or random variations.

The graph is a line graph that compares the loss, which is mean squared error, pro-
duced for all three models using the training dataset. This demonstrates how effectively
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Figure 23: Training and Validation curves for Overfit Model

our model is learning. The mean square error function is the fundamental performance
function that has a direct impact on the network Singh et al.| (2014)). The elimination of
such errors will result in a more efficient system.

The model is thought to be superior to others since it has a lower mean squared
error. If we look at the graph, we can see that the loss for the neural network model is
significantly higher than that of the other two models, LTSM and Bi-LTSM. Both the
Train loss graph and the Validation loss graph show that LTSM and Bi-LTSM meet all
of the requirements for a goodfit model. Both graphs narrow to a steady point with very
little difference in between. This suggests that the algorithm is learning fairly well and
might be used to forecast stock prices.

Train Loss Comparison

Figure 24: Train Loss Comparison

We also evaluted the mean absolute error for our models. The mean square error,
abbreviated as MSE, is the predicted value of the square of the difference seen between
predicted and actual values of a variable. TMAE is the arithmetic average errors. It can
more accurately reflect real scenario of the error in predicted value.

There are substantial errors between Neural Network Model forecast values and the
real data. The prediction values and the true data values for the LTSM model and Bi-
LTSM are practically coincident, and the variation here between the prediction and the
true value is very tiny, showing that the effectiveness of these two approaches is superior
than Neural Network in the testing data.
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Each model’s actual values are shown in the table. It is clear that the Bi-LTSM model
is the best model in this situation for predicting Pfizer stock prices since it has a highly
consistent score and the discrepancy between the real and predicted values is considerably
smaller than the other two models.

Model Loss MAE Validation Loss Validation MAE
Neural Network 95.2442 7.6996 5406.6655 53.8593

LTSM 9.8316 2.7838 169.7326 11.1495
Bi-LTSM 0.8888 2.8201 75.9621 7.6789

Figure 29: Metric Table

6 Conclusion and Future Work

The most known and widely debated issue is covid. This pandemic crisis has had far-
reaching consequences all throughout the planet. The outbreak seems to have an economic
impact and even a detrimental influence on lifestyle, food shortages, employability, and
mental health. It is vital to avert more damage as a result of such a crisis throughout
the world Khattar et al| (2020). People’s sentiments in a certain place are directly tied
to the growth of that region.

This research focuses on analyzing people’s opinions and doing mental health ana-
lyses in a given location. The initiative will be tremendously valuable in terms of early
knowledge and prevention of additional damage. Anxiety, worry, sleep loss, and sad-
ness are already symptoms of the scenario. As a result of the circumstance, people have
already been suffering tensions, anxiety, sleeplessness, and sadness. Among the most
precise accurate predicting approaches is employed in this work, which assists investors,
researchers, and persons prepared to invest by providing solid knowledge again for future
condition of exchange in share market.

The research of the part is considered in this work, and that can be performed out
for multiple interests in the hereafter. Prediction will be much more trustworthy if the
system trains on a larger number of information sets with better processing capacity, a
larger number of layers, or Long short - term memory module. Future improvements will
include the incorporation of sentiment classification from social networks to comprehend
whatever the market expects about the price changes for a specific share, which could
be implemented by introducing additional Facebook and Twitter API to this program,
as Facebook is indeed a popular social media platform with a large proportion of market
data and reporting uploaded by people.
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