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Machine Learning and Eye-tracking Framework to
Detect Engagement in Online Learning

Yogalakshmi Chandrasekar
x20221665@student.ncirl.ie

Abstract

This research proposes a machine learning framework that helps to identify the
online learning engagement of students. The biggest challenge is to detect the cog-
nitive processes of the students, whether they are engaged in an online learning
ecology or in a passive phase that is: not involved in the lecture. This framework
combines machine learning model with eye-tracker device. A lab video on android
app development is shown to students from all the academic background for 7
minutes. Wherein, the participant’s eye movements are tracked using an eye track-
ing device. The experiment begins by filling the participants fill out the personality
questionnaire to access their cognitive processes, learning ability , and alertness
level. Followed by that participants answered multiple choice questionnaire based
on the tutorial video. The video recorded in the eye tracking devices is processed
to prepare it ready for analysing it in the machine learning models. In order to
detect correlation between the cognitive presence of the students and engagement.
The data collected from the eye-tracking device and the questionnaire is used in the
research to get the result. The models are evaluated based on accuracy, balanced
accuracy, ROC AUC (receiver operating characteristic ), F1 score. The model KNN
K-Nearest Neighbour has been consistent across all the 3 experiments and provided
accuracy ranges from 67 to 79 percentage. The algorithm Logistic Regression has
outperformed all the other model in experiment 3 with the highest accuracy of 89
percentage, precision: 1, Recall: 0.75, F1-score: 0.86 and 91 percentage weighted
average.

Area - Machine learning, online learning, cognitive presence, Eye tracking,
engagement detection.
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1 Introduction

The recent adaptation to the online learning has opened a wide arena for research and
studies on online learning. There are several studies conducted using eye tracking devices
in the past couple of years to detect engagement in the e-learning. This study focuses
on identifying engagement among the participants while watching a tutorial video on
android development. Eye-tracking can be an effective tool to enhance the outcome of
e-learning models. It can lively capture the students’ activities to predict the attention
level, empathy, engagement, whether they are stuck in a concept, bored, and even the
order of reading the contents. Eye tracking is a process of capturing the eye movement to
comprehend where the participants are focusing and the duration of it. They are recor-
ded by calculating fixation, saccade , fixation duration, blink frequency, pupil diameter
changes, and dilation.

Fixation is the duration amount of time required taken by fovea to to process an
image by fovea.

Saccade is the time interval measured to change focus from an image to another .
The recorded data from an eye-tracker could help the researchers to identify students’

interest level, and attention level by capturing the gaze position, blink rate, fixation
counts and time. Also Calvi et al. (2008), other emotional entities such as stress levels,
tiredness, problem solving can be detected. Pupil dilation Lim JZ (2020) is observed in
majority of the experiments if a participant is emotionally toned or watching interesting
visuals.

In the recent years several research have been done to detect the emotions of students
such as engagement, fatigue, and so on. However, to the best of my knowledge no study
has been conducted yet to detect engagement and cognitive and cognitive processes due
to the current alertness using the KSS scale (sleepiness scale) among students using eye-
tracking device and make predictions using machine learning . This is the novelty factor
and motivation in my research paper to detect engagement using eye tracking device
combined with machine learning framework.

Identifying the online learning outcome is highly crucial to access the students’ per-
formance. The positive performance of a student is based on their state of mind during
the lectures. Two years into the remote learning ecology it is still a challenge for students
to get accustomed with the online learning. The types of lectures really make a difference
in learning outcome. However, it is a topic still not researched yet. It is important for
the educators to understand the level of student involvement in theory classes vs the tu-
torials/lab sessions. Multiple studies have been conducted to identify the involvement of
students in online learning using facial recognition, posture of the head, body language,
and general posture. In this study an Eye-tracker device is used to record the point gaze
of the students that will aid the teachers to understand the involvement of the pupils.
This study also helps the data analysts to learn the optimum machine and deep learning
model to be applied on the small dataset as it is an emerging need.

This research has a broad scope of benefiting both the teaching and data analysis
community. The experiment is conducted on 35 participants from the computational
background and 5 from non-computing background. Firstly, it will benefit the teaching
community by making them understand what causes students to distract. According to
the study Bhardwaj et al. (2021) it is essential to understand when and why students
disengage or engage in a lecture and If it is linked exclusively digital learning. Secondly,
this research would also aid the data analyst community by providing a real time data-
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set on SMI eye-tracking device. Not only the dataset but also the questionnaire, and
the tutorial video that has been used for the research if the future researchers want to
make further development in their studies. Finally, this study also focuses on employing
optimum machine and deep learning model that are suited for the small dataset wherein
the records are in the range of 20 to 100.

This research explores whether a student is in engaged or disengaged state during
digital learning. Most importantly it tries to investigate how accurate the framework can
detect the students’ engagement level using the data that is derived from the eye-tracking
device. Also there have been multiple studies on detecting student engagement but the
combination of personality questionnaire and eye tracking data is a novel approach.

To address the research question, the following specific sets of research objectives were
derived:
•Conducting eye-tracking experiments on participants to generate video data and a data-
set.
•Design machine learning framework to detect the engagement.
•Implement a machine learning framework employing models that are optimum to classify
the engagement for a small dataset. To detect the engagement using machine learning
algorithms such as SVM, logistic regression, decision tree, and KNN are employed.
•The major contribution of this research is its inter disciplinary nature. Identifying the
engagement involves emotional engineering using eye tracker and followed by that making
prediction using machine learning models.

The paper is divided in to following sections. The consequent section comprises the
detailed discussion of related study in the domain. It also contains the key findings,
observation, the tools and techniques that have been used, and result of those papers.
Majorly the machine learning approaches and how to identify engagement. section 3 de-
scribes the project methodology. Section 4 contains the detailed discussion on the design
specification of the eye tracking device, participants, video details and the questionnaire
that is going to be applied in this research. Section 5 discusses the implementation of
machine learning model applied on the dataset generated from the experiment. Section
6 outlines the result and evaluation of the model. Section 7 is a conclusion of this report
which summarises the key findings, future work and the accomplishment.

2 Related Work

2.1 Detection of Student Engagement

Detecting engagement in the student has always been a area of interest in the research
scholars related to education section, and emotion analytical scholars. Engagement de-
tection in students has a well defined structureDewan et al. (2018) and divided in to three
main divisions. Manual, automatic, and semi-automatic. This is based on the dependen-
cies and the methodologies. In this study semi-automatic method is adapted. The need
is more because recently Zhang et al. (2017) it was found that the drop rate from schools
is growing exponentially high.

In online learning environment Dewan et al. (2018) for an effective outcome engage-
ment is highly crucial. It is a motivational factors for both parties involved: Teacher and
the students. The new generation E-learners definitely need the additional functionally
that could track the live engagement status. This would help them immensely by provid-
ing timely interventions. Students Al-Hendawi (2012) need personalized teaching model,
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pedagogical style that they are comfortable with learning. Detecting the online learning
and fostering it has been more crucial now than ever.

Like how the ways to detect the engagement is structured in different ways, the
engagement process itself in learning is classified as Bosch (2016) affective, behavioral,
and cognitive. The cognitive engagement is what aimed to be detected in this study.
Cognitive engagement Anderson et al. (2004) represents the collective behavioral pattern
of the students during the lectures such as being thoughtful, attentive, understanding
the complex concepts and getting back to the teacher with doubts or answering to the
questions. Researches emphasize that measuring engagement just with the observational
data is not sufficient. In other words taking decision on the eye tracking data alone is
not justified. There must be a data that is unique for the individual being detected for
the engagement. In this study two kinds of internalized data is employed : personality
questionnaire which covers a broad spectrum of the participants’ behaviour, sleepiness,
and alertness and then the MCQ to access how well they understood the concepts.

2.2 Student Engagement Detection using Eye-Tracker device

Eye tracking experiments are highly beneficial and time effective Lim JZ (2020) in the field
of emotion detection. Emotion engineering is a upsurging interest for several researcher
and there are multiple studies carried out to identify the engagement but using the eye
tracker devices and machine learning there are really a few. The engagement detection
is useful not only in the learning outcome perspective, it can also help a lecturer to
identify if a student is consistently disengaged. It can be a effective tool for mental
health supervision, security, and safe driving.

Eye tracking tool could be a profound tool in some business such as website compan-
ies. It acts as a ultimate tool Bulygin and Kashevnik (2022) in identifying the order of
consumption of content in the website by the users, if a particular content captures more
attention, and the user experience.

Studies were able to detect engagement using eye-tracker with good frequency Bhard-
waj et al. (2021) achieved 93.6 percentage accuracy, Precision:94.48, and Recall: 87 per-
centage which is really good result for a mission like this. The study Wang et al. (2020)
that used web camera images and videos to detect engagement in the learners in online
classes used CNN based deep learning model used 24911 images. It was able to achieve
the accuracy of 35 percentage only. This is because of the limited number of features. It
is taken into account and data collected as much as possible to predict the engagement
level of the students precisely.

The study Binh et al. (2019) that proposed a new algorithms such as CNN, CNN with
VGG16, CNN with VGG19 , and CNN with VGG16 and VGG19 was able to achieve
the accuracy of 68.8, 74.9, 76 and 80.8 percentage. The study was aimed to create
an intelligent tutoring system but this study concludes that the abstract details of the
student posture or the gaze itself is not adequate to identify the engagement as it is highly
subjective. The information such as domain knowledge, student-trait, human-machine
interface, teacher student familiarity and comfort level would increase the accuracy as
well as the logic of prediction. Another study Liu and Wang (2006), Matusz et al. (2020)
that set to detect engagement among 92 participants was able to achieve Average SU
score of 74.68 percentage. It used eye gaze and gaze gesture as a prominent variables.
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2.3 Median Split studies to classify the participants

In order to categorize the participants in to two categories median spilt is considered
DeCoster et al. (2011) in this research project. There are multiple ways to divide the
groups in to category when the values are continuous value. It is the most convenient
and easiest way to interpret and come to a conclusion in a study. However, the other
methods such as proportional split is also analysed. But it is suitable for a group which
has more number of population as well as it is the strategy to be used to match the
original population’s proportion. Mean split is not suitable for this study. Median split is
found optimum as distribution is normal. The extreme group analysis was not considered
as there are no extreme low groups in the participants.

Although there are a few mentions about median split approach being a major cause
for producing type 1 error and also loss of information. However, the study done by
Iacobucci et al. (2015b) disproves it and states multiple reason for using median split ap-
proach to dichotomies a continuous variable.The median splits are completely a rationale
approach when the independent variables are not correlated Iacobucci et al. (2015a).

3 Research Methodology

In this section the complete research methodology followed and its rationale will be
explained in detail. Therefore, this section comprises the details of experimental setup,
procedure, data extraction, pre-processing, data cleaning, storage, feature extraction, and
finally,the machine learning algorithms chosen.

There are totally 26 participants got involved in this research project. Among the
26 participants 20 males and 6 females had a normal healthy eye vision. They are aged
between 19 and 52 years. The participants recruited for the experiment are not expected
to have any prior knowledge on app development;however, a few of them were from the
computational background and most of them are from the educational background such
as arts, finance, and healthcare.

3.1 Experimental Setup

The primary equipment that is employed in this research is the SMI eye tracking device
which is like a glasses that has three cameras installed in total. The camera on the outside
capture the visuals that is seen by the participants once the experiment is started in the
ETG application. The camera inside the rim of the eye tracking device is used to capture
the point gaze, number of blinks, saccade, and the fixation. Hence, the the data captured
is able to generate multiple features which will be discussed later in this3.4 section. For
the experiment to run every time the mobile application called ’ETG viewer’ must be
used. This is installed in the mobile phone that comes along with the eye tracking device.
The screen recorder application named ’Mobizen’ was used for each experiment to screen
capture the entire experiment. The logged experimental data are processed in the laptop
that is again exclusive to the SMI eye tracking device that is explained in detail under
3.3 data extraction section.
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Figure 1: SMI eye tracker1

3.2 Experimental Procedure

The most challenging part of this research project is conducting experiment on the 26
participants who signed up to dedicate their time for the benefit of this research. The
participants are presented with the consent form 2 before the experiment begins. The
consent form comprises exhaustive information such as purpose of the study, procedure,
duration, contact details of the researcher,and the incentives. Once the participants
consent to conduct the experiment they are asked to fill out the personality questionnaire
which is recorded to measure their basic behaviour and also their current alertness level.

After that the participants are made to sit in a quiet place and asked to wear the eye
tracking device. The eye tracker device was calibrated, it was a three point calibration
essentially the top right, top left and the bottom centre of the screen. Once the calibration
is done successfully and the experiment is started using the ETG mobile application that
is connected to the eye tracking device the participants are requested not to move their
head as it might impact the experiment and the point gaze capturing process.

After the successful completion of watching the 7 minutes practical tutorial video on
android app development using android studio.The participants are requested to answer
an MCQ3 on Android app development lab. prepared exclusively for this research study.
The maximum points a participant could score is 15. This exercise is done for classifying
the participants in to two categories: engaged and disengaged. The strategy employed
was median split and this will be given more clarification in the 5 implementation section.

3.3 Data Extraction

The data extraction part of this research project is extensive and involves a lot of steps
need to be carried out carefully for all the 26 experiments carried out. The BeGaze
guidelines4 provided from the manual is closely studied and applied for data extraction.
Each experiment is stored inside a folder in a memory card mounted on the SMI eye
tracking mobile phone. The folder is named by the mobile application automatically by

2consent form and personality questionnaire: https://forms.gle/MY5c9KPfuuz7MbRr6
3MCQ on Android app development lab:https://forms.gle/TFCMDV8MawU2b9Hx9
4BeGaze Manual: https://psychologie.unibas.ch/fileadmin/user_upload/psychologie/

Forschung/N-Lab/SMI_BeGaze_Manual.pdf
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the application. It uses the information provided at the beginning of the experiment.
Essentially, the folder name is as same as the participants’ name. This intuitive feature
makes it easy to understand and differentiate between the experiments.

The entire recorded eye tracking data folders are transferred from the memory card
to the computer and with the use of BeGaze software the folder is located and loaded
inside the tool and once the video is processed the metrics are exported by default in
a ’txt’ format. BeGaze software export trial metrics in multiple forms. It provides
event statistics where it generates the details of the trial for each frame and there is a
trial summary statistics option which provides the summary statistics for a trial (each
experiment) in a single line in a few cases up to 4 rows.

3.4 Data Pre-processing, Feature Extraction and storage

The data gathered in text format from the BeGaze tool had lots of features which can
be removed even before any statistical analysis. The txt file is loaded and the follow-
ing features are removed first: ’Left Mouse Click Count’, ’Left Mouse Click Frequency
[count/s]’, ’Right Mouse Click Count’,’Right Mouse Click Frequency [count/s]’, ’Scan-
path Length [px]’. The reason for this is experiment did not involve any activity where
the participants have to use the mouse and scanpath summary is irrelevant for this study
therefore they are dropped. The MCQ answers are exported in an excel file. The median
value of the score is calculated. The median value is 12. Followed by, the participants
are categorized into engaged or disengaged. So the participants who scored the points
above or equal to the median is categorized as engaged and given the value ’1’ and rest
of them are given the value ’0’ to indicate that they belong to disengaged category and
all the records are stored under the variable name ’Median splits’.

A variable called ’Perclos’ is calculated from the feature ’blink count total’ and ’total
time interval’. After that the variables are tested for high correlation using pearson
statistics. The list of variables that had high correlations were removed.

The data from the personality questionnaire and the eye-tracking data was merged
for the third experiment. All the data-sets are again stored in onedrive as well as in the
github repository.

4 Design Specification

The machine learning integrated eye tracking framework combines the SMI eye tracker
metrics and the machine learning algorithm to detect the engagement of students in an
online learning ecology. Engagement detection is also a part of emotion engineering. The
eye tracking element of the framework consist of SMI eye-tracking device, SMI mobile,
screen recorder, BeGaze software tool. The machine learning element of the framework
uses the binary classification algorithms which is detailed in section 4.3.

4.1 Creating a dataset

In order to detect the engagement in online learning among students a dataset has to be
created. Therefore a tutorial on creating an android application using android studio was
recorded exclusively for this research. The video was shown to 26 participants and eye
tracking information was recorded. Using the data extracted a small dataset was created
which would be helpful for the data analytical community to conduct future research.
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4.2 Features and description

This section details the variables that are included in the study to detect the online
learning engagement of students. Due to the page constraints only the list of the variables
used for the study is shown in the figure below.

The detailed description of the each metrics could be found in the BeGaze software
manual 5 .

Figure 2: Variables list

5BeGaze Manual (page no 253-284): https://psychologie.unibas.ch/fileadmin/user_upload/

psychologie/Forschung/N-Lab/SMI_BeGaze_Manual.pdf
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4.3 Eye-tracker components

The eye tracker unit of the study has sub elements such as recruiting the suitable parti-
cipants, circulating the consent, eye tracker, screen recorder, mobile application to operate
the experiments, and finally, the BeGaze software tool. The tutorial video is shown to
the participants while wearing the eye tracker device. The device has three cameras to
capture the eye movement and stimulus of the user. This recorded stimulus data is then
fed into the BeGaze software tool to export the metrics.

4.4 Machine Learning Algorithms

Based on the studies and from the state of the art machine learning algorithms to detect
the student online engagement were chosen. The datasets are fed in to each model to
have a comparative study of the result and to understand the optimum model for the
small dataset. The list of classification machine learning algorithms chosen are: Support
vector machine, K-nearest neighbor, Decision tree, logistic regression and Adaboost.

Figure 3: workflow diagram

5 Implementation

The Machine Learning and Eye-tracking Framework to detect the online engagement
among the participants is implemented with the help of Python programming language.
Jupyter notebook is used as an integrated development environment (IDE) version 6.9.8.
Standard libraries for machine learning project implementation offered by Python namely
Pandas, Seaborn, Numpy, Scikit learn are used. The data-sets were extracted using
PD.read-csv.
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There are totally 3 different data-sets that are merged inorder to implement this
binary classification model. The data exported from the BeGaze software, two data-sets
from the personality questionnaire and the MCQ. The data-sets are concatenated using
unique identification number assigned for the experiments. Additionally, a calculated
variable called ’PERCLOS’ and its values are stored in the dataset.

The most challenging part of this research project were to make the data exported
from the BeGaze software collectively to one data file. It is stored in a ’txt’ format and the
metrics are tab separated by default. In some of the files extracted there was accidental
creation of extra folder during the experiment that created trouble while merging the
data vertically. The number of columns should be the same while merging so those taken
care of and also in some of the records there were accidental extra tab that was counted
as a feature by Python and they were checked manually and removed. Final treatment
that is done to the metrics exported from the eye-tracking data was to typecast them as
numeric as all of them are assigned the type string.

Another challenge in this research study is that masking the personal details of the
participants. As it is unethical to have the personal information identify-able in any
places of the study. The personal information that are collected in this study includes
name, gender, age, email id. These are crucial to collect in order to make a statistical
finding based on the demographics and also to identify which experiment belongs to
which participants. The metrics exported from the eye tracking data contains name of
the participants, The MCQ data contains email id, and the personality questionnaire has
age, email id and gender information. To merge all the three collected data into one,
firstly, each participant is assigned a unique serial number. secondly, all the three data-
sets are carefully re-arranged with respect to the serial number. Thirdly, the number of
records are checked and also the number assigned to the participants is same across all
the three data-sets. Finally, masking of personal information is done by dropping the
columns that contains names and email IDs.

The age and gender columns are retained to make informed prediction based on the
age, gender. However, the gender had values such as ’Man’ and ’Woman’ they are en-
coded to ’1’ and ’0’ to make them possible to be included in the machine learning model.
Consequently, the dataframe is split in to 8:2 proportion for training and testing, re-
spectively. The splitting of data was performed using scikit learn library. Finally, the
machine learning models such as SVM (Support Vector MAchine), logistic regression,
KNN, Decision tree, and Adaboost are implemented on the training dataset employing
scikit learn library in Python.

6 Evaluation

This section of the report discusses the details of all the experiments conducted to detect
the online learning engagement among the learners using an eye tracking device designed
by SMI. First three sections discusses the result on experiment level and the final section
discusses on a project level perspectives. There are 3 experiments carried out in this
study with three different combination and utilization of the data collected to detect the
engagement. In order to explore and find the optimum model for the dataset and the
features, multiple machine learning models were applied on the dataset. Therefore, the
optimum model will be identified by comparing the validation parameters such as accur-
acy, precision, recall, and F1-score. Consequent subsections discusses each experiment,
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result, comparison of performance among the different models and the result is captured
in a single table to make the comparison among the algorithms.

6.1 Experiment 1: Implementation of models using Metrics col-
lected from the SMI eye tracker device.

This experiment has included all the metrics extracted from the BeGaze software that
showed no to less correlation between each other. The variables included in the experi-
ment 1 to detect the online engagement includes ’Visual Intake Count’, ’Saccade Count’,
’Saccade Frequency ’, ’Saccade Duration Total ’,’Blink Count’, ’Blink Frequency ’. Fur-
thermore, all the variable related to saccade, blink is added in this experiment. The data
is split in to train and test in 8:2 ratio in a random shuffle.

Figure 4: Results Experiment-1

The table illustrates the results obtained by each machine learning model. In order
to not limit the evaluation to just accuracy, confusion matrix was generated to obtain
results such as precision, recall, F1-score additional to accuracy. It is observed that
decision tree has out performed other 4 machine learning models with the
accuracy of 78 percentage for the dataset that contains eye tracker metrics.The next
experiments aims to investigate how accurate a machine learning model could detect
engagement using calculated variable from the eye tracker data.

6.2 Experiment 2: Implementation of models using Metrics col-
lected from the SMI eye tracker device and the calculated
variable

This experiment has included all the metrics extracted from the BeGaze software that
showed no to less correlation between each other and the calculated ’perclose’ from the
metrics blink count and total time interval .The goal is to investigate how accurate a
model can detect the engagement.The aim is to find out if the model accuracy can be
improved by including the calculated variable ’PERCLOS’

Figure 5: Results Experiment-2
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The table provides the result obtained by different machine learning model in the
second experiment. The highest accuracy achieved in this experiment is 0.78
by the model KNN. Followed by that SVM and Logistic Regression has performed
with 0.44 accuracy. It is evident that including the calculated variable does not have any
impact in the performance of the model. In the following experiment the data collected
from the questionnaire.

6.3 Experiment 3: Implementation of models using Metrics col-
lected from the SMI eye tracker device,’PERCLOS’, and
Personality Questionnaire

This experiment has included all the metrics extracted from the BeGaze software that
showed no to less correlation between each other and the data collected from the person-
ality questionnaire. The aim of this experiment is again to explore if the records from
the personality questionnaire such as behaviour, attitude and current alertness level has
any impact (either positive or negative) in the outcome of the result.

Figure 6: Results Experiment-3

The table shows the result obtained from the experiment. The model Logistic
regression has predicted the engagement of the learners with the highest
accuracy of 89 percentage. The consequent section discusses in detail the performance
of the model, key findings of this research and its significance.

6.4 Discussion

This section details the overall performance observation of the experiments in a project
level. The project began by co-ordinating with participants to involve in the experiment.
After the eye tracker experiment is done the video is processed using the BeGaze software
to obtain the matrics. Followed by that data cleaning was taken place using python
programming language in Jupyter Notebook as IDE. The correlation among the variable
is checked prior to applying the model and the features that showed high correlations were
removed systematically. Below chart provides the collective information of the accuracy in
all the machine learning algorithms employed across all the experiments. Also the results
obtained with the help of confusion matrix is shown below for the optimum models from
each of the experiments. Confusion matrix Chicco Davide Tötsch (2021) is very useful in
the data analytical project as picking the best fit model based on just the accuracy can
be misleadingMangalathu et al. (2020).
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Figure 7: Overall Accuracy comparison of Machine Learning Models

It is observed from the chart that experiment 3 has achieved maximum accuracy
in detecting the online engagement in student using logistic regression algorithm. The
accuracy obtained was 89 percentage. The third experiment included the data collected
from the eye tracker device, calculated variable and the data recorded from the personality
questionnaire. Experiment 2 was conducted to find out if the model performance improve
when the calculated variable ’PERCLOS’ is included in the variable as it is generated
by the blink count. As blink behaviour is an indication if a person is involved in the
learning. However, the calculated variable negatively impacted the accuracy. Because
the researchesBulygin and Kashevnik (2022) , Banfi et al. (2019) that used ’perclos’ to
detect student engagement actually found the variable improved the model performance.
In a research study Patel (2021) to find out zoom fatigue the variable ’PERCLOS’ was
used and it showed the same characteristics in that research. It is surprising to see the
blinking behaviour is negatively impacting in the online learning engagement detection.

Figure 8: Confusion Matrix for the Best Fit Machine Learning Model in Experiment-1
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Figure 9: Confusion Matrix for the Best Fit Machine Learning Model in Experiment-2

It is also evident from the figure 8 that KNN model was consistent among all the
experiments in this research and provided accuracy above 67 percentage. To be precise
67 percentage in experiment 3 and 79 percentage in both experiment 1 and 2. SVM and
Logistic Regression performed very poor in the first 2 experiments. Decision tree and
Adaboost were least performing with the accuracy of 33 percentage in second experiment.

Figure 10: Confusion Matrix for the Best Fit Machine Learning Model in Experiment-3

It is observed from the chart that experiment 3 has acheived maximum accuracy
in detecting the online engagement in student using logistic regression algorithm. The
accuracy obtained was 89 percentage. The third experiment included the data collected
from the eye tracker device, calculated variable and the data recorded from the personality
questionnaire. Experiment 2 was conducted to find out if the model performance improve
when the calculated variable ’PERCLOS’ is included in the variable as it is generated by
the blink count. As blink behaviour is an indication if a person is involved in the learning.
However, the calculated variable negatively impacted the accuracy. In a research study
to find out zoom fatigue the variable ’PERCLOS’ was used and it showed the same
characteristics in that research. It is surprising to see the blinking behaviour is negatively
impacting in the online learning engagement detection.

Therefore it is evident based on the performance of the model that KNN would be the
optimum model for the research involving small data-sets ranges from 30 to 100 instances.
This is one of the research objectives. But as far as the dataset in this ’Machine learning
based Eye Tracking Framework to detect student Engagement’ is concerned the optimum
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model is Logistic Regression and the dataset to be included is the combined records of eye
tracker data and the personality questionnaire. The next section discusses the conclusion,
future work and the challenges faced in this study.

7 Conclusion and Future Work

This research project successfully proposes a Machine Learning and Eye-tracking
Framework to Identify Engagement in Online Learning. The novelty in the research is
that it combines the eyetracker data, personality questionnaire and the calculated variable
’PERCLOS’ to detect the engagement using a tutorial video. This data analytical sector
of this research is done utilizing the video data logged from the eye tracking experiment
by which the metrics are exported employing the BeGaze software tool. Additionally, the
data from personality questionnaire and the scores from the MCQ played a major role
in the research outcome. The classification of the participants based on the score they
secured in the MCQ questionnaire with the help of median split strategy.

This research project is able to present that the machine learning models such as SVM,
KNN, Logistic Regression, Decision Tree and Adaboost provide highest accuracy when the
data collected from eye tracker device and the personality questionnaire is included. The
feature in the final experiment contains 26 variables, Logistic regression model was able
to detect the engagement with 89 percentage accuracy with the precision:1, Recall:0.75,
F1-score:086, Macro Average:0.92, and the weighted average:0.91.

To conclude, it is evident that the framework structured in this research project
has the capacity to detect the online engagement in the online learning ecology with
good accuracy. This study can be further extended by utilizing the point gaze video
extracted post processing in the BeGaze tool. It has a good scope in the technical
learning development research. Moreover, deep learning could be done on those videos to
understand the layers involved in both engagement and disengagement from the tutorial
by the students in the online learning.

There are a few points to be noted for the future extension of this project. There was
an abnormal competitive attitude noticed with a few participants as they were informed
about the MCQ post experiment. This is a very good point to note as the test at the
end helps the student engage them well with the tutorial. There was a loss of a few
experiments as there was absence of advanced features in the ETG mobile application
like automatic screen locks inspite of providing the necessary settings, therefore this must
be taken care properly. This research can be used for practical application additional to
detecting engagement in online learning such as safe driving, medical field, android app
development and in emotion engineering researches. Moreover a dynamic software or
application can also be developed with the massive computational power of machine
learning and eye tracker device.
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