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1 Hardware Configuration

The research was conducted over Google Collab Pro sessions with high ram as the selected
runtime environment. Here are the following hardware details of the underlying machine in
google collab.

v [6] #GPU count and name
'nvidia-smi -L

GPU 0: Tesla P100-PCIE-16GB (UUID: GPU-651337fe-a34a-9a24-98a9-b279%aacfdcfc)

v @ !nvidia-smi

> Mon Aug 15 09:38:36 2022

| NVIDIA-SMI 460.32.03 Driver Version: 460.32.03 CUDA Version: 11.2 |

GPU Name Persistence-M| Bus-Id Disp.A | Volatile Uncorr. ECC

I I
| Fan Temp Perf Pwr:Usage/Cap]| Memory-Usage | GPU-Util Compute M. |
| | | MIG M. |
I = ¢ |
| ® Tesla P100-PCIE... Off | 00000000:00:04.0 Off | 0 |
| N/JA 41C PO 32W / 250W | 389MiB / 16280MiB | 0% Default |
I I I N/A |
| Processes: |
| GPU GI (I PID Type Process name GPU Memory |
| ID 1ID Usage |
I I

v [8] !lscpu |grep 'Model name'

Model name: Intel(R) Xeon(R) CPU @ 2.20GHz

2 Software Configuration

For the research OpenNMT toolkit was used installation steps can be easily found here .

v @ !pip install —-upgrade pip
'pip install OpenNMT-py

L https://opennmt.net/OpenNMT-py/main.html#installation
1



3 OpenNMT

Connecting to google drive:

[ 1 from google.colab import drive
import os

° os.environ['C /content/drive (cmd +click) = "g"
drive.mount('/content/drive', force_remount=True)
os.chdir("/content/drive/MyDrive/research-project/nmt")

Configuration for NMT:

config.yaml X

1 ## Where the samples will be written
2 share_vocab: true

3 save_data: vocab/

4 # Vocabulary files

5 src_vocab: vocab/source.pt.vocab

6 src_vocab_size: 50000

7 tgt_vocab_size: 50000

8 src_seq_length: 512

9 tgt_seq_length: 512

10 skip_empty_level: silent

11

12 # Training files

13 data:

14 corpus_1:

15 path_src: data/train.src.subword
16 path_tgt: data/train.tgt.subword
17 transforms: [filtertoolong]

18 valid:

19 path_src: data/valid.src.subword
20 path_tgt: data/valid.tgt.subword
21 transforms: [filtertoolong]

22

23

24

25 # Where to save the log file and the output models/checkpoints
26 log_file: train.log

27 save_model: model/model.code

28

29 # Stop training if it does not imporve after n validations

30 early_stopping: 3

31

32 # Default: 5000 - Save a model checkpoint for each n
33 save_checkpoint_steps: 1000

34

35 # To save space, limit checkpoints to last n
36 keep_checkpoint: 3

37

38 seed: 3435

39

40 # Default: 100000 - Train the model to max n steps
41 train_steps: 100000

42

43 # Default: 10000 - Run validation after n steps
44 valid_steps: 1000

45

46 # Default: 4000 - for large datasets, try up to 8000
47 warmup_steps: 4000

48 report_every: 100

49

50 # Activate TensorBoard

51 tensorboard: true

52 tensorboard_log_dir: model/tensorboard

53]

54

55 decoder_type: transformer

56 encoder_type: transformer

57 word_vec_size: 512

58 rnn_size: 512

59 layers: 6

60 transformer_ff: 2048

61 heads: 8

62

63 accum_count: 1

64 optim: adam

65 adam_betal: 0.9

66 adam_beta2: 0.998

67 decay_method: noam

68 learning_rate: 2.0

69 max_grad_norm: 0.0

70

71 # Tokens per batch, change if out of GPU memory
72 batch_size: 2048

73 valid_batch_size: 2048

74 batch_type: tokens



OpenNMT training and translation:

" lonmt-main --config /content/drive/MyDrive/research-project/OpenNMT/data/config-small.yaml ——model_type Transformer —-auto_config train ——with_eval --num_gpus 1

# Convert to a few words

# test: head -n 50 data/DataForLMG.test.subword | cut -d" " -f-15 > data/DataForLMG.test.subword.lm

cat data/DataForLMG.test.subword | cut -d" " -f-5 > data/DataForLMG.test.subword.lm

# Generation

onmt_translate -model model/model-1m_step_20000.pt -src data/DataForLMG.test.subword.lm -output data/output.subword -n_best 1 -random_sampling_topp 0.9 -beam_size 10 -gpu
# Desubwording

python3 ~/scripts/desubword.py vocab/source.model data/output.subword

Installing SacreBLEU for Evaluation:

[ 1 !pip install sacrebleu

Looking in indexes: https://pypi.org/simple, https://us—python.pkg.dev/colab-wheels/public/simple/
Collecting sacrebleu

Downloading sacrebleu-2.2.0-py3-none-any.whl (116 kB)
116.6/116.6 kB 9.0 MB/s eta 0:00:00
Requirement already satisfied: lxml in /usr/local/lib/python3.7/dist-packages (from sacrebleu) (4.9.1)
Collecting colorama

Downloading colorama-0.4.5-py2.py3-none-any.whl (16 kB)
Requirement already satisfied: numpy>=1.17 in /usr/local/lib/python3.7/dist-packages (from sacrebleu) (
Requirement already satisfied: tabulate>=0.8.9 in /usr/local/lib/python3.7/dist-packages (from sacreble
Requirement already satisfied: regex in /usr/local/lib/python3.7/dist-packages (from sacrebleu) (2022.¢€
Collecting portalocker

Downloading portalocker-2.5.1-py2.py3-none-any.whl (15 kB)
Installing collected packages: portalocker, colorama, sacrebleu
Successfully installed colorama-0.4.5 portalocker-2.5.1 sacrebleu-2.2.0




