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Machine Learning Techniques for Prediction of
Electricity Consumption in Buildings

Grzegorz Blaszczyk
x21195111

Abstract

Energy use in buildings is responsible for 40% of total global energy consump-
tion. With this in mind, it is imperative to focus on application of that energy to
the most efficient use. This project is focusing on showing which machine learning
algorithms are able to perform well to predict energy consumption. This project
will utilise CRISP-DM methodology: from business understanding, through data
exploration, preparation, and cleaning, to application of various machine learn-
ing techniques, and concludes with showing which ones are the best for the task.
This work will demonstrate it on the example of one of the Kaggle competitions:
ASHRAE - Great Energy Predictor III. Throughout this project a sytematic ap-
proach for a full cycle of data science project will be demonstrated, how to handle
missing data in a relatively large dataset? Selection of good random samples, and
application of machine learning algorithms to the samples, to conclude with com-
parison of results. The results will show that number of simple techniques achieved
very similar results to the advanced ones however, they did that in time only a
fraction of the techniques that were suggested in the literature.

1 Introduction

ASHRAE (American Society of Heating, Refrigerating and Air-Conditioning Engineers) is
an organisation that operates on a global scale that develops and advances improvements
in energy performance and sustainable technologies for buildings’ energy performance.
It was founded in 1894 to help humanity by developing arts and sciences refrigeration,
air-conditioning, ventilation, heating. ASHRAE partners with owners of the buildings
under pay-per-performance financing option to improve buildings’ energy ratings thus
providing sustainable and healthy development for all. In order for pay-for-performance
financing model to work they need to predict what will the buildings’ performance be in
the future after retrofitting. To do that they need to build accurate models that are able
to predict meter readings before the retrofitting happens. Kaggle, a platform for data
science and analytics enthusiasts, partnered with ASHRAE to help the organisation in
the development of those models through launch of competition for the network of data
scientists. Since ASHRAE is financed through members’ contributions of part what they
would spend on building energy consumption, the competition’s objective was to forecast
energy of buildings that would have been required without retrofitting with more energy
efficient materials. Kaggle not only provides help to companies, but also tries to develop
skills of data scientists, that’s why to make it more difficult, they removed some of the
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data. This required a different approach than only applying different machine learning
techniques therefore data needed to be cleansed, then the best sample was selected, only
then different machine learning models could be applied to the data.

Kaggle attracts data scientist to participate in competitions through financial incent-
ives (e.g. the best model was awarded a prize of $10,000), but mostly through acquired
prestige from winning or even participating in one. The competition was highly suc-
cessful with over 3,500 teams participating from around the world. With more accurate
models, more companies and organisations could be convinced to retrofit the buildings
and therefore reducing the need for energy. The competition ran in 2019, and while new
submissions will not be taken into consideration now, the dataset is available continuously
providing opportunity to practice and compare with other data scientists.

1.1 Research Question, Project Objectives and Contributions

The research project will focus on comparison of different machine learning techniques,
checking if there is an optimal one, and how different methods affect the forecasted
utilisation of energy. Therefore the research and sub-research questions are as follows:

Research Question:”Which machine learning method can be used to predict energy
consumption most accurately?”

Sub-Research Question 1:”What are the time costs associated with using more ad-
vanced techniques?”

Sub-Research Question 2:”Are there synergy effects between variables?”
The research objectives are listed in Table 1.

Table 1: Research objectives

No. Objective

1 Critically evaluate related work

2 Import the dataset and libraries for data analysis

3 Perform initial exploratory data analysis

4 Identify data issues and perform data cleansing

5 Merge the dataset and check for any other issues

6 Select the best sample from dataset for further data analysis

7 Apply various machine learning techniques

8 Compare the outputs and results

9 Critically evaluate used techniques and suggest further steps

5

2 Related Work

Blaszczyk (2020a) cleansed, prepared, and selected a sample from the data then compared
different machine learning methods. He advised in ”conclusions and future work” section
other methods that were suggested in literature in order to improve accuracy of prediction.
Likewise, this project is going to compare application of neural networks however, it will
try to improve its below par result (R2 of 0.07 - 0.81 of ANN vs R2 of 0.69 - 0.97 of PCR
method).
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To measure energy consumption of the building Abanda and Byers (2016) focused on
its orientation and therefore solar irradiance using Building Information Modelling (BIM)
technique. The BIM is an approach that utilises technologies, policies, and processes to
oversee the end-to-end building design in a digital manner throughout the lifespan of
a building. Unfortunately the building’s orientation is not available in the dataset for
this analysis. Also, while the BIM approach is not connected directly to my thesis,
it served as encouragement to check for potential synergies between impact of various
climate components that are available on energy utilisation e.g. is there an impact of
combination of wind speed with wind direction or only the components themselves impact
energy consumption? Are there additional gains/losses if it is sunny on a warm day or
cloudy on a cold day? Or if there is a difference between cloud coverage combined with
air temperature? The researchers also pointed out that the closer the building’s shape
resembles a cube the more energy efficient it is – so could be lead to assumption that
there is a correlation of building height (floor count) with its floor area.

While the analysis of Ferrarini et al. (2019) focused on the prediction of energy con-
sumption in one residential building in the north of Italy. The data used covered 6 months
only however the weather data came from reliable weather station which was only 10 km
away. However, graininess of data of some meters down to 15 min intervals from numerous
sensors provided sufficient amount of data points to apply predict energy consumption
in a robust way. The researchers also used geometrical data about the building (such as
insolation, size, and floor number). Each apartment was divided into 6 zones and sensors
were installed in all of them. In their work they mentioned that while the ”black-box”
approach had the best performance at predicting energy consumption, neural networks
could be used to further improve the results.

Wang and Dong (2009) focused on predicting energy consumption in China. They
based their research on China’s Statistical Yearbook and New China Statistical Data
Assembly. They used annualised figures for 50 years and used the following five vari-
ables. Dependent variable: Energy Consumption, and independent ones: Gross Domestic
Product, Industrial Structure, Total Population, and Technology Progress. They sugges-
ted that there was no further improvement in accuracy after introducing more than 3
layers to ANN. They achieved significant accuracy (R2 of 0.992) using Artificial Neural
Networks they further improved it by deploying Genetic Algorithms with optimum num-
ber of generations of 9 (to R2 of 0.996). While this was an outstanding accuracy, the
typical datasets that can be used for machine learning are significantly greater than 250
observations which may lead to issue with robustness of the results.

Amin and Khan (2020) focused their work on forecasting energy demand in Bangladesh.
Similarly to Wang and Dong (2009) they also used annualised data for their prediction.
For independent variables they chose: consumer price index (2010 = base), real income
per capita, CO2 emissions, household spending, per capita energy consumption, and
population. They took a different approach and performed the analysis using log-linear
model. The accuracy, similarly to Wang and Dong (2009) work, was really accurate with
R2 over 0.99. The researchers flagged that a small sample may lead to issues with ro-
bustness of the model, and suggested to counterbalance that with deployment of DOLS
method. This method permits measuring the impact of various variables using log-linear
regression where there is only limited amount of variables available. While the same
method was successfully applied by Merlin and Chen (2021). Similarly to previous re-
searchers here also focused on annual economical data of Democratic Republic of Congo.
There seem to be number of issues with this approach: first, it focuses on economical
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data; second, the energy consumption is explained as a function of population, and en-
ergy consumption per capita. These two variables, by design, will be highly correlated
with total energy consumption and while they will improve model’s accuracy, might not
be independent enough from the dependant variable. Researchers (Lü et al.; 2015) fo-
cused on prediction of energy consumption in individual buildings by combining building
information with weather data. While their accuracy was over 0.9 R2, they applied this
technique only to several buildings. The main limitation of this technique is the necessity
to gather vast amounts of data for each building, which typically is not possible to gather
on larger-scale projects.

Olu-Ajayi et al. (2022) focused on predicting energy class at a design stage of a build-
ing. They suggested that Gradient Boosting technique had the best results, while they
predicted energy class rather than energy consumption thus used classification technique
rather than a regression one as this project, therefore their results are not comparable
to this project, their project inspired comparison of training time required with different
techniques.

Pham et al. (2020) applied various machine learning techniques such as Random Trees,
M5 Model Trees, and Random Forest to predict the energy consumption. They built their
models using monthly data over 3, 6, 9, and 12 months. They used multiple metrics to
evaluate the models, one of them was MAPE. Interestingly, using Random Forest for
their prediction, the MAPE for prediction 24 steps ahead in number of cases was lower
than the prediction for 12 months ahead, this is particularly visible in Table 9 of their
article. This could mean that they missed some bi-annual seasonality variable.

Shen et al. (2020) used OLS regression as a benchmark, this project similarly used that
method as a base for comparison, due to the easy of use and interpretability. They focused
on predicting energy consumption in China’s residential market. The data they gathered
was not only about the building itself but also contained information about inhabitants
(their level of education, income, number of household members) The researchers here
found out that OLS had lower performance due to issue with handling non-linear data.
This was not the issue with this project as OLS was one of the techniques that achieved
highest results.

While there was no consensus when it comes to the best technique used therefore
it might be dependent on the dataset that the method is applied to. One thing that
researchers (Lü et al.; 2015),(xiang Zhao and Magoulès; 2012),(Robinson et al.; 2017),Lu
et al. (2022) agreed about, wherever this information was available, that buildings were
responsible for 40% of energy consumption. This fact alone, suggests that proper energy
management in buildings should be in the focus.

3 Methodology and Implementation

Can electricity consumption be predicted using machine learning techniques? Are neural
regression techniques superior to classical ones for the purpose of estimating retrofitting
gains for organisations such as ASHRAE? How accurate these models have to be to justify
retrofitting?

To answer these questions understanding of the context of the data is needed. The
first step according to CRISP-DM process is Business Understanding. Different accuracy
criteria should apply to models involving human participants, such as healthcare inform-
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ation. Unfortunately this was not always the case 1. While models recommending which
customers should be targeted for the next renewal campaign, using churn analysis, can
have relatively lower accuracy as they will impact finance of a company.

Since the literature shows that buildings are responsible for approximately 40% of
all energy consumption. This is a significant share of all energy consumption and will
have impact on the demand for it, it will also have impact on life on Earth due to use
of fossil fuels for production of it. It is important for organisations such as ASHRAE
which are looking at a cost of retrofitting of a building (e.g. if more energy will be spent
on retrofitting of a building with more energy efficient solution in its lifespan then it
is not profitable to retrofit it. Saved energy could be used for other purposes. Energy
production also poses the problem of its storage – it needs constant production in power
plants while the storage capacity is severely limited to for example batteries, majority of
energy cannot be stored and needs to be utilised when it is produced. This means that
the electricity grid has to be designed in a specific way to serve residential, business, and
industrial parts of community while continuing its energy flow with limited blackouts.
This is the part when machine learning techniques can be deployed to forecast energy
demand.

1IBM’s Watson gave unsafe recommendations for treating cancer: https://www.theverge.com/

2018/7/26/17619382/ibms-watson-cancer-ai-healthcare-science
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Figure 1: Adapted CRISP-DM Process for Data Mining (Purbasari et al.; 2021)

After initial research into business the next step on CRISP-DM methodology is data
understanding. As a result of initial data exploration we notice that there are 6 tables in
the dataset, this project focuses on 3 of them:

• train.csv - information about energy consumption, meter type, building id, and
timestamp

• building metadata.csv - contains information about each building, and where the
building is located

• weather test.csv - contains information about weather in a specific location.

The dataset provided by Kaggle consisted of 20 million observations with meter read-
ings, 140 thousands observations for weather dataset, and 1,400 rows of building inform-
ation. Figure 2 provides information about training dataset.
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Figure 2: Training dataset summary

These tables can be joined on building id and site id keys. The first of the tables
has all the values, while the last two miss varied amounts of data. First the individual
tables will be cleansed, and only then the data will be merged into one table to select the
sample.

The data provided by Kaggle includes reading for four meters: electricity, chilled
water, steam, and hot water. This project will focus on measuring impact of variables such
as building type, weather, and other only on electricity consumption. This is motivated
by the fact that the initial data contains the most datapoints for that meter, but also to
be able to compare the techniques applied to different samples from the datasets. The
data will be first cleansed, then merged, and finally a sample from 3 locations will be
selected to verify if the results achieved are robust and comparable in different locations.

Following on from widely accepted George Fuechsel’s GIGO rule (Roden et al.; 2022)
which states that without good data and its preparation, no matter how good the analysis
tools are going to be the results are going to be less than satisfactory. Konstantinou and
Paton (2020) claimed that on average data scientist spends 80% of their time preparing
data, this project is going to follow similar trajectory in regards to data preparation. To
cleanse the data a number of assumptions are required for example to populate missing
data in the weather table we infer that there are no significant changes to weather con-
ditions from one hour to the next. This enables the data for the same location to be
populated with previous values. This still leaves number of empty fields, therefore the
process gets repeated but this time for a day, and then for a month. The output from
weather dataframe before and after cleansing is demonstrated in Figure 3 where missing
data is highlighted in orange. In the next two Figures, sub-figures A, on the left, represent
the original data while Figures B, on the right, represent the data after cleansing.

Fig A Fig B

Figure 3: Missing values in weather dataframe before (Fig A) and after cleansing (Fig B)
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Following on similar logic an assumption can be formed that buildings for the same
use have the same floor count and were built in the same year Figure 3

Fig A Fig B

Figure 4: Missing values in building dataframe before (Fig A) and after cleansing (Fig
B)

Since this project is only going to demonstrate how different machine learning tech-
niques can predict energy consumption and only sample of data is going to be taken,
rows where there is missing data can be dropped without impacting on the outcome of
this research.

Now that the data has been sufficiently cleansed next thing that needs addressing is
data exploration that will also form data understanding. Looking at the building dataset
it is noticeable that there is a relationship between the buildings’ primary use and the
size of the building Figure 5. There is also a link between the year when the building
was built and their primary use.

Figure 5: Correlation between pairs of weather variables

Next thing that needs addressing is correlation of weather variables. Multicollinearity
of a pair, or multiple variables can negatively impact models’ performance, that’s why it
needs to be addressed in data cleansing phase, and before moving on to the modelling
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phase. Figure 6 shows correlation between pairs of weather variables, as can be seen on
the chart, there is very little linear correlation between pairs of features in this dataframe.
The only exception from this is the pair of dew temperature and air temperature. They
will be monitored at a modelling stage, and should the variables’ coefficients go in the
opposite directions remediating steps will be taken.

Figure 6: Pairplot of weather variables

To proceed to the modelling phase all data needs to be contained within one data-
frame. This can be done by using the keys to merge all three of them. At this stage
categorical variables can also be converted to discrete variables using one hot encoding.
Since part of the project is also to check for any synergy effects variables that will measure
that synergy can also be created (one of the variables will check if there is a combined
impact of cloud coverage with air temperature, another one will check the synergy impact
between wind speed and wind direction).

The electricity meter had the most readings in the dataset therefore it can guarantee
the most consistent data (even after data cleansing). The electricity meter was also the
one that was showing the strongest correlation with independent variables and that is the
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reason for which it was selected for the remainder of this analysis. Since there are number
of locations to choose sample data from, the data selection will focus on the sample with
the least datapoints to be the most representative. The locations chosen: location 6, 8,
and 10 to move on to the following step on CRISP-DM methodology: Data Modelling.
These 3 sample datasets will be split pseudo-randomly into train, test, and validate parts
in the 70:20:10 proportion. Figure 7 shows correlation matrix of features with electricity
meter reading. As can be seen on it, some variables show really strong correlation with
the electricity meter reading which will be the dependent variable variable, the strongest
correlation with meter reading has the area variable (square feet). While the chart below
shows site 6, the correlation between area of the building and the meter reading was also
true for other sites. There are also number of independent variables that are correlated
with each other. There are also variables correlation of which does not make sense from
the logical point of view such as a negative correlation between height of the building
and electricity consumption (it would mean that taller buildings have smaller electricity
consumption).

Figure 7: Correlation matrix of various features for the electricity meter for the site 6
train dataset

Bearing this correlation table mind, the analysis moves on to the next stage, as correlation
does not mean that these variables will have impact on the modelled variable as the
features might not be statistically significant. There will be number of techniques tested
and compared:

The first technique used will be (OLS) Ordinary Least Squares, it will also serve as
a base for comparison of results. The objective of this method is to minimise the distance
of predicted values from the actual dependent variable. This is achieved by measuring a
distance at each actual datapoint and measuring the distance to the predicted value for
this datapoint and fitting a function that minimises the euclidean distance between the
two. This method, due to its ease of interpretability of the results, will also be used to
determine statistically significant variables.

Second technique used for comparison will be (KNN) K Nearest Neighbours. It
takes K nearest neighbours and calculates the average of their values to find the numerical
target. Similarly to OLS, it has been used for over half a decade. Typically this technique
is used for classification purposes, but it can also be successfully applied to regression
tasks as well.

The next method applied will be (PCR) Principal Component Regression. The
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technique uses Principal Component Analysis and reduces the number of independent
variables by drawing the curve with number of eigenvalues. This curve can be used for
determining number principal components using a visual “elbow” method to determine
their number, and building model using those components. Another method that uses
PCA is (PLS) Partial Least Squares method. It is similar to PCR, however this
method focuses on latent-variables. It identifies a new set of linear features, that are
combinations of the source variables.

A slight variation of OLS technique is Ridge regression. Ridge is enhancing OLS
technique by altering the cost function slightly and thus preventing overfitting of models.
This is done by a technique called L2 regularisation which adds a penalty function to the
parameters in models.

A very similar technique to Ridge is Lasso. It also a modified OLS technique, with
altered cost function however, the cost function is added using L1 regularisation rather
than L2 as in case of Ridge.

A combination of the two previous techniques is a method called ElasticNet. It uses
both L1 and L2 regularisations and applies both cost functions to make the model more
robust.

Similarly to K Nearest Neighbours Decision Tree is mostly known for its application
to classification problems, but it can also be used for prediction of continuous variables.
The algorithm splits the dataset alongside decision leafs based on the variability of the
data. Depending on the complexity of the data a desion tree might split the dataset in
only two subsets (so called ”tree stump”) or it may consist thousands of decisions (leafs).

Multiple Decision Trees can be build randomly forming a technique called Random
Forest. The dataset is split pseudo-randomly into multiple subsets, decision tree is
built for each of the subsets, results are combined and final output is the output of this
technique.

Another ensemble method where multiple models are built is called (AdaBoost)
Adaptive Boosting. The technique samples data, builds stump trees, assigns lower
weights to weaker models. The tree stumps are built sequentially therefore past inputs
improve accuracy.

Similar to AdaBoost is a technique called Gradient Boosting. It is also a sequential
ensemble technique, where previous models improve future ones. The main differences to
AdaBoost are that Gradient Boost introduces learning rate rather than lower weight to
previous models, and that the trees built are full size versus AdaBoost’s stumps.

(XGBoost) Extreme Gradient Boosting is a technique that combines Gradient
Boosting with Elastic Net. It uses models sequentially, and adds L1 and L2 regularisation
to prevent overfitting of the gradient boosting technique.

The last technique used for comparison will be (ANN) Artificial Neural Network.
The method mimics a brain of a living animal. The literature suggested that using 3 layers
(input, hidden and output) is the most optimal set-up as the addition of extra layers was
only slowing the prediction. The method was praised in literature for the accuracy to
predict non-linear relationships.

4 Results and Discussion

The metric cited most in the literature to evaluate the models was coefficient of determ-
ination (R2). It is also a metric that allows comparison of results from different models
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as it takes values between 0 and 1 while other metrics such as MAE, MAPE have ranges
depending on the value of dependant variable, which makes it difficult to compare results
with those in the literature. While there are no perfect models, the value of R2 should
be as close to 1 as possible.

4.1 Results

The R2 achieved was similar, and in number of cases higher than the one quoted in
literature. It is also worth noting, that results depended on the site that they were
measured for, e.g. site 6 produced the highest results, while site 10 had the lowest. The
charts and tables below show results for site 6, since the results were closest to the ones
cited in the literature.

Figure 8 shows comparison of R2 of models and their processing time for site 6. The
top part shows the accuracy of the models while the bottom part shows processing time
for various techniques.

Figure 8: comparison of R2 of models and their processing time (site 6)

As can be seen, majority of the techniques applied produced comparable results. The
only exceptions were ElasticNet, and Neural Network which had R2 of 0.48 and 0.56
respectively.

What is interesting to see is the processing time of different methods. Table 2 provides
information about the results for each model, processing time and weighted time for
each of the modelling techniques for site 6. All times are in seconds, and the weighted
processing time is included to bring all models to the common denominator for the perfect
model (R2 of 1). The results are ordered from the model which would produce perfect
result fastest to the one that was the slowest.

12



Table 2: R2, processing time, and weighted time per model (site 6)

Method R2 Training time [s]econds Weighted time[s]

PLS 0.882 0.01 0.012

PCR 0.964 0.03 0.03

OLS 0.957 0.19 0.196

KNN 0.959 1.58 1.646

Ridge 0.963 1.7 1.762

Lasso 0.945 2.3 2.435

DecisionTree 0.931 3.31 3.551

ElasticNet 0.48 2.62 5.456

RandomForest 0.958 44.33 46.263

AdaBoost 0.901 47.33 52.542

Neural Network 0.56 34.52 61.609

GradientBoost 0.962 60.28 62.651

XGBoost 0.962 73.44 76.327

The fastest method was Partial Least Squares closely followed by Principal Com-
ponent Regression, while the slowest were Boosting techniques and Neural Net-
work. Using PLS, to achieve perfect results could be reached in as low as 0.01 second
(rounded to two decimal places) while it would take XGBoost over 76 seconds (over
6,000 times slower).

It is worth noting that the highest overall R2 of 0.964, was that of the second fastest
technique: PCR. XGBoost quoted in literature, as a method which was becoming a
new standard, was able to achieve similar results, however it were marginally lower at
0.962. The time it took to achieve perfect result for XGBoost vs PCR was over 2500
times slower.

Another method that was recommended in the literature was Artificial Neural
Network. The one used for the purpose of this project contained 3 layers: input, hidden,
and output. While this is a simple design, it was quoted that designing more complex
Neural Network would slow the training process without gains Wang and Dong (2009).
Neural Network was able to achieve sub-par R2 of 0.56. Comparing it to PCR, it would
take over 2000 twice as long to achieve a perfect R2.

Figure 9 shows output of Ordinary Least Squares model for site 6.
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Figure 9: Model summary OLS (site 6)

Coming back to Figure 7 it is worth noting that while ”square feet” variable was the
variable showing the strongest positive correlation with the meter reading, on the other
side ”floor count” variable had the strongest negative one. Looking at t-stat output of
the model in Figure 8, while there is a strong impact of that variable, the impact of
”primary use Education” variable had statistically stronger impact. When it comes to
the interpretation of ”floor count” variable, it turned out that it did not have statistic-
ally significant impact on energy consumption. Primary use Education was the strongest
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positively impacting variable in model for site 6, had a relatively weaker impact (al-
though statistically significant) for site 10, and was not statistically significant at all for
site 8, potentially that could mean that schools and universities are using proportion-
ally more energy in comparison to other types of buildings. On the opposite side was
Air temperature had a negative impact on energy consumption for site 6, and 10 however,
which makes logical sense, since the higher the temperature, the lower the electricity con-
sumption, however it was not relevant for site 8, this could mean that use of electricity
for heating was not necessary. As shown on Figure 8 the variables that were meant to
show synergy effects between different variables are missing. This means that there was
no impact of the combined variables. The only model where they combination of wind
speed and wind direction had statistically significant impact was model built for site 10.
This however can not prove that there was synergy effect between these variables since
in the other two models, this variable was not statistically significant.

4.2 Discussion

While in general, the results were comparable to the ones found in literature, there were
number of suggestions that could be applied to further improve the outcomes of models.

It is possible to design more complex Neural Network to improve the results. Lu et al.
(2022) mentioned that wider or deeper neural networks can be built to achieve greater
accuracy, it is also possible to implement other other Neural Networks technique (Feed
Forward NN, different types of Recurrent NN, or Convolutional NN) that can be used
for the purpose of energy prediction. Blaszczyk (2020b) tested wider and deeper Neural
Networks for credit score prediction, however this did not improve the prediction, the
only improvement that was the use of Sigmoid function instead of RELU. This however
improved the R2 from 0.84 to 0.85, since both credit score and energy consumption
predictions are both regression problems, it is possible that the impact would be similar.

When it comes to the time it took to train the model, it is possible to develop models
that will use parallel computing and therefore reducing the time required to train the
model.

5 Conclusion and Future Work

This section completes the thesis by reiterating the key findings and future work in
relation to the research question, sub-research questions and objectives from the section
1.1:

Research Question:”Which machine learning method can be used to predict energy
consumption most accurately?”

To answer this question, the following tasks were completed. Data was gathered from
Kaggle website, the raw data was explored, and where gaps were identified a relevant
techniques were applied to cleanse it. Following this the tables were merged and three
samples were selected. Each of the samples were split into train, test, and validation
parts. Number of machine learning techniques were applied to all of them to evaluate if
the findings from one model were replicated in another.

It is worth reiterating that in this project, the training dataset contained a sample
of only 7000 observations. Typical datasets used to train machine learning models are
significantly bigger and it is not uncommon for the datasets to contain millions of obser-
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vations. Needless to say this would significantly increase the time required to train such
a model.

Due to reduction in number of features used and relative simplicity of the method,
PCR was able to outperform other methods.

With the progress in processing power and cloud computing it is relatively easy to
design more complex methods (e.g. adding extra layers to Neural Network), however as
demonstrated, some of the simple techniques can outperform more complex ones. They
did not only run faster, but were able to achieve more accurate results. There are still
many areas that need to be explored in order to achieve better results in the area of energy
usage forecasting, hopefully this project contributed to the state of general knowledge,
and techniques that might be useful.

It was suggested in the literature that introduction of number of independent variables
(such as behaviour of inhabitants), it might be especially important now, when companies
are adopting hybrid models with ”in office” days. Majority of offices are not used fully
throughout the week so it would be interesting to measure the impact of lack of occupation
on energy consumption.
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