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1 Prerequisite Configuration

1.1 Python Setup

• Install python on your system. Minimum required version 3.9.x. Download it from:
https://www.python.org/downloads/

• For Instructions on how to download and install it on system visit the link: https:
//docs.python.org/3/using/index.html

1.2 PyTorch & CUDA Setup

• Skip CUDA Setup step if GPU not available for your system

– Install CUDA version from:
https://developer.nvidia.com/cuda-11-3-0-download-archive

– Install PyTorch version compatible with CUDA version. We use PyTorch ver-
sion 1.10.1 with CUDA 11.3. Use the command:
pip3installtorch==1.10.1+cu113torchvision==0.11.2+cu113torchaudio=

==0.10.1+cu113-fhttps://download.pytorch.org/whl/cu113/torch_stable.

html

• If only CPU is available, use the below command:
pip3installtorchtorchvisiontorchaudio

2 Running EDA and Baseline model

• Open the file with name EDA BASIC BERT.ipynb using Google Colab or Jupyter

• If opened using Google Colab, upload dataset News Category Dataset v2.json into
a google drive

• It is recommended that this code is run in Google Colab due to various computa-
tional and resource requirements of BERT.

• If opened using Jupyter:

– Comment lines shown in Figure 1

– Give path to the dataset News Category Dataset v2.json on line shown in
Figure 2
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Figure 1: Google drive loading code

Figure 2: Dataset loading code

• To change the annotated data percentage, change the value of the variable annot-
ated data percentage as shown in Figure 3. It is set at 0.05 by default which is
5% as stated in the report.

3 Running GAN-BERT

• The code is in file GAN BERT.py

• Install Transformer package version 4.12.5 from pip.

• Set data path and all configurable parameters as shown is Figure 4. The comments
describe the parameter below it.

• Run command: python GAN BERT.py

• If re-running the code again, restart the kernel.

Figure 3: To change annotated data percentage
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Figure 4: Configurable parameters for GAN-BERT
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