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Configuration Manual

Abhinav Bhardwaj]
x20100906

1 Introduction

The actions taken to carry out this research’s implementation are described in full in
this configuration manual. Data collection and processing, feature extraction, and model
creation are all part of this process. In order to assure reproducibility, the code samples,
screenshots, and step-by-step instructions are also included.

2 Hardware and Software configurations

Host ma- | MacBook Pro/MacOS Catalina And Windows Machine (AMD
chine/Operating | Ryzen 9 5900HS with Radeon Graphics 3.30 GHz)/Windows
System: 10 Home

RAM 8 GB, M1 chip processor And 16 GB (For Windows).

Hard Disk 256GB And 1TB SSD (For Windows)

Cloud compute | Free GPU Tesla K80 offered by Colab with 2496 CUDA cores
(GPU) and 12GB RAM.

Table 1: Hardware specifications

Programming Python (Anaconda distribution)
language

IDE Jupyter notebook.

Cloud environ- | Google Collaboratory

ment

Browser Google chrome

Table 2: Software specifications

Data is first processed on the local workstation and saved as .tar.gz files before being

transferred to Google Colab for modeling.

3 Data Preparation

The author has used self-created data. The file, post the split in training and testing,

has been saved on Google Drive. Please follow the link to download the same.

Weapoon dataset link : https://drive.google.com/drive/folders/1z1.LBJ099QElaai0tSVLBwpdv{L8y(



https://drive.google.com/drive/folders/1zLBJ099QElaai0tSVLBwpdvfL8yGEnaw?usp=sharing

3.1

Creating Environment

Open Terminal/Comman Window

Set up a new environment with name tfod using the following command:
lconda create —name tfod python=3.8 ; when asked for procced : press Y
lconda activate tfod

python -m pip install —upgrade pip

Ipip install ipykernel

python -m ipykernel install —user -name=tfodj

Steps to install Tensorflow :

Kindly refer the foot note for Tensorflow Github repository(|
lgit clone https://github.com/tensorflow /models.git

Ipip install —ignore-installed —upgrade tensorflow==2.5.0
verify your installation :

python -¢ ”import tensorflow as tf;

print(tf.reduce_sum(tf.random.normal([1000, 1000])))”

You can skip steps 15 to 21 if you only want to run the second section of the code on
google colab. Disclaimer: The last piece of the code, where one have to detect an object
using a live feed from one’s webcam. Code only run on one’s local machine. Google
Colab does not have any solutions in which one may attach a webcam and execute object
detection on a live feed.

To install the CUDA Toolkit as per the local machine’s requirement and built follow
the link: https://developer.nvidia.co-11.2.2-download-archive’target,s = Linuxtarget,rch =
l’8664

To install the CUDNN follow : https://developer.nvidia.com/rdp/cudnn-download

Create a user profile if needed and log in to select archive file for Cudnn: https://developer.nvidia.c
archivea-collapse810-111

Extract the contents of the zip file (i.e. the folder named cuda) inside INSTALL_PATH
NVIDIA GPU Computing Toolkit CUDA v11.2 where INSTALL_PATH points to
the installation directory specified during the installation of the CUDA Toolkit. By
default INSTALL_PATH CDrive :Program Files.

Download the latest protoc-*-*.zip release from https:/ /github.com /protocolbuffers/protobuf/rele

Extract the contents of the downloaded protoc-*-*.zip in a directory PATH_.TO_PB
of your choice (e.g. C drive Program FilesProtobuf)

!Tensorflow Github repository : https://github.com/tensorflow/models
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https://developer.nvidia.com/cuda-11.2.2-download-archive?target_os=Linux&target_arch=x86_64
https://developer.nvidia.com/cuda-11.2.2-download-archive?target_os=Linux&target_arch=x86_64
https://developer.nvidia.com/rdp/cudnn-download
https://developer.nvidia.com/rdp/cudnn-archive#a-collapse810-111
https://developer.nvidia.com/rdp/cudnn-archive#a-collapse810-111
https://github.com/protocolbuffers/protobuf/releases
https://github.com/tensorflow/models

Add PATH_TO_PB bin to your Path environment variable.

In a new Terminal 1, c¢d into TensorFlow/models/research/ directory and run the
following command:!protoc object_detection/protos/*.proto —python_out=.

We have to download Tensorflow 2 Object Detection API.For the same please follow
the step under the same terminal/ command prompt:

4

Kindly refer the foot note for Tensorflow APIP|

Download the COCO API : !git clone https://github.com/cocodataset/cocoapi.git
cd cocoapi/PythonAPI

lep -1 pycocotoolsPATH _TO_TF; /TensorFlow/models /research /

From within TensorFlow /models/research/

cp object_detection /packages/tf2 /setup.py .

python -m pip install —use-feature=2020-resolver .

Test the installation : From within TensorFlow/models/research/

Ipython object_detection /builders/model_builder_tf2_test.py

If everything goes fine run : jupyter notebook

Post that run the first files Image_Collection.

Project Development

PYTHON programming was used exclusively in the implementation. This research pro-
ject is divided into three stages: data preparation, modeling, and evaluation. The first
stage consists of data preprocessing and data selection, followed by the modeling stage,
which consists of model implementation using TensorFlow, Keras, and Tensorflow Zoo
model2, and finally, model evaluation using performance metrics such as average preci-
sion, average recall, and localization loss.

4.1

Data collection

First, we will start importing the required libraries such as OpenCV2 and Time,
which will help us capture the live images using our webcam. Kindly refer the

figure

In the following section, we will be setting up folders on our local machine. Where
all our images, pre-trained models, and trained models will be saved. Kindly refer

the figure



: Jupyter Image_Collection Lest Checkpaint: 051172021 (autosaved) P Logout

Fle Edt  Vew Inset Cell Kemel Wdgsts Help NetTusted | # |tod O

@ B[+ % [pRn B C B com v =

1. Import Dependencies

In [1]: ipip install opencv-python

slready satistied: in ./tfod/Lib/python3.4/site-packages (4.5.4.50)
Requirement already satisfied: numpy>=1.17.3 in ./tfad/lib/pythanl.8/si (Exam

} (1.19.5)

Tn (213 # Import opencw
import ovz

# Import uuid aka unigue {dentifier
import uuid

# Import Operating System
import as

# Impart time, time to give diffrent angle
import time

Figure 1: Import Lib

: Jupyter Image_Collection Last Checkpont: D5/11/2021 funsaved changes) A Logaut

File  Edit View Insert  Call Kemel \Midgets  Help Hot Trusted |tfod ©

B+ % @B 4 & BAn B C W Nakdown v =
2. Define Images to Collect

labels = ['knife’, 'pen’', “key', 'vape']
number_ings -

n (6]

3. Setup Folders

In (7

TMAGES PATH = os.path.join( Temsorflow', ‘workspace', 'images’, collectedimages’)

In (813 print(INAGES_PATH)

n [9]: os.name

out(9): "posix’

In [10

if mok 08.path.exicts(IMAGES PATE): #if path exits
if es.name == ‘posix’: # which type of os is been used
imkdir -p {TMAGES_EATH}
if os.name == 'nt':
IMKALr {IMAGES PATH}
for label in labels:
path = os.path. join|IMAGES_PATH, label)
if not os.path.exists(path):
i=kdir (path)

Figure 2: Setting up folders

"~ Jupyter Image_Collection Lae: Gheckpont: 05/11/2021 feosaved) A o

File  Edit  View Insert  Call  Kemel \idgets  Help Not Trusisd | # | thod ©

B+ ¥ @ B 2+ % PAn B C W Code v =B
4. Capture Images

In (B]: IMAGES_PATH

out(B]: “Te £1 images/eal

In (16]: for label in labels:
cap = cv2.videoCapture(0) # connects to webcam to capture images #if using external cam use (1]
prist('Collecting images for {}'.format(label))
‘time.sleep(8) #using slesp Lib
for imgnum in range(number_imgs):
print{‘Collecting image {)'.format(imgnum))
ret, frame = eap.read()
imgname = os.path. join(IMAGES_PATH,label, label+'. '+'(}.ipg’ . format(str(uuid.midl()}))
vz, imwrite(imgname, frane)
cvz.imsnow| frame', Erame)
time.sleopl5] # 5 ses break

i€ ev2.waltKey(l) & OxFF == ord('g’
break

© # to exit press g.

cap.releasa()
cvz.destroyAllNindows )

Collecting images for vape
Collecting image
Collecting image 1

Figure 3: Image capture for Data collection



: Jupyter Image_Collection Last Gheckpoint: 05/11/2021 {unsaved changes) A Logout

File  Edit  View Insert  Gall  Kemel  Widgets  Help Nt Trusted |tfoa ©
B+ Eam ++ A0 B C W con v o=
5. Image Labelling

In [9): Ipip install --upgrade pyqtS luml

Requizement already satistied: pygts in . /Lod/Lin/pythons. 8/aite-paskages (5.13. s;
Requirement already satisfied: lxml in ./tfod/1ib/python3.B/site-packages (4
collecting laml
Downloading lxml-4.7.1-cpiB-cpit-pacosk_10_14_x86_64.whl (4.5 MB)
[ 4.5 HB Lo Mb/s
Requirement already satisfied: PyOtS-sip<l3,>=12.8 in ./tfod/lib/pythonl.B/site-packages {from pygts) (12.9.0)
Roquirement alroady satisfiod: PyQts-Qts>=5.15.2 in ./tfod/lib/python3.B/eite-packages (from pyqis) (5.13.2)
Installirg collected packages: lxml
Attempting uninssalls laml
Found existing mounum 1xml 4604
Uninstalling lxmi-s.6.
Successfully iniastilied Txal-d.6.6
Succosafully installed Lxal-4.7.1

In [10]: LABELIMG_PATH = es.path,join('Terssrflew’, 'labelimg')

In [11]: if ot Of.path.exists(LABELING PATH):
tmkdir {LABELIMG_PATH}
tgit clone https://github.con/tzutalin/labelIng {LABELING PATH}

In [13]: Af os.name == ‘posi.
ted {msum; PATH) 4 make qtspys
if os.name ='nt’

Tod {LABELING, PATH} &4 pyrech -o Libs/rescurces.py resources.gre

pyrecs -0 1ibs/resources.py esOUrces.qrc

Figure 4: Image labelling

Jog [11/307)
Box Labels

aifficuit

Use defaull label

IUsersfabhinavbhardwai/Desktog/Final/ Tenso
[Usersjabhinabharchuai/Dieskiop/Fial Tensa
[UsersiabhinabharduaifDeskiop/Final/ Tanso
[ussrsfaoninavbhardwai/DesktogfFinall Tenso
Usersfabhinavbharduwai/Desktog/Final/ Tenso
IUsersfabhinavbhardwai/Desktog/Fmal/ Tenso
[Usersjabhinasbharchuei/Dieskiop/Final Tensa
[Usersfahinavbharduai/Desktop/Final Tenso
[ussrsfaoninavbhardwai/DesktopFinall Tenso
[Usarsfathinsibhardusi/DeskiogFinal Tansa
IUsersfabhinavbhardwai/Desktog/Fnal/ Tonso
IUsersfabhinawbhardwai/Desktop/Final/ Tenso
[Usersjashinosbharchuej{Desikiop/Final Tenso
[ussrsfadhinavbhardwaifesktopFinall Tenso
[Userafabninavbharduai/Desktop/Final/ Tenso
> IUsersfabhinavbhardwaiDesktog/Fnal/ Tenso
,l_f::i:::::)ﬂn IUsersfabhinawbhardwai/Desktop/Final/ Tenso
[Usersjashinebharcusi/Deskiop/Final Tenso

[usarsfaghinavbhardwaifDesktopFinall Tenso
[Usersfabninavbharduai/Desktop/Final/ Tenso

Figure 5: Labelling tool

e In this step, we are ready to capture the live images from our webcam using the
open CV2 library. We can set up the timer as per our need for capturing the
images.Kindly refer the figure

e We have to label the captured image using a graphical image annotation tool created
by Darren Tzutalin from his public GitHub repository named Labellmg. On saving
the each labbeled image it will also save the xml file with the same name as of file.
The file will contains the x and y coordinates of the labelled image. Kindly refer
the figure @, Kindly refer the footnote for git hub repo El

e Referring the figure [5, is an example of how one can access the local directory and
start labelling the images.

e Finally we have images in our said folders of Knife, Key, Pen, Vape. We have to
move them into the testing and training folders Manually along with their XML

2Tensorflow API installation : https://tensorflow-object-detection-api-tutorial.
readthedocs.io/en/latest/install.html
STmage labelling: https://github.com /tzutalin/labellmg



https://tensorflow-object-detection-api-tutorial.readthedocs.io/en/latest/install.html
https://tensorflow-object-detection-api-tutorial.readthedocs.io/en/latest/install.html

4.2

" jupyter Image_Collection Lest Checkpoint: 05/11/2021 {unsaved changes) A gt
File Edit  View Insert Cell Kemel Widgets Help Not Trustedt |thod ©
5 +Ea B [+ ¢ (rRn B C B Coe v =

tgit clone https://github.com/tzutalin/labelImg {LABELIMG_PATH}

In [14]: if os.name == 'posix':
led (LABELING PATH) && make qtSpy3
if os.name =='nt':
tcd (LABELING_PATH) && pyrccS -o libs/resources.py resources.gre

pyrees -o libs/resources.py resources.gre

In [15]: led {LABELING PATH} && python labellmg.py

6. Move them into a Training and Testing Partition

Hava to move it manually

7. Run the below cell only If using GPU on Colab for next part

In [14]: TRATN_PATH = os.path.join( Tensorflow', 'workspace', 'imag
TEST_PATH = 06.path. join( ' Tensorflow', ‘works

ARCHIVE_PATH = os.path.join('Tensorflow',

‘train’)

pace’, i )
workspace, . ‘archive.tar.gz')

In {15): itar -caf {ARCHIVE PATH} {TRAIN_PATH} {TSST_PATH)

Figure 6: Moving to Test and train

0. Setup Paths

In [1]: import os

n [(3):

PRETRATNED_MODEL_URL
TF_RECORD_SCRIPT_WAME
LABEL MAP NAME - lobel Deo obc

odels/cbicct_detection/t£2/20200711/asd mobilenct v2 fpnlite 32

In [4]: paths = {

Figure 7: Setting up paths for Pre-Trained models

files. For this project the was a split of 75 training and 25 testing data split.

Using the step 7 is only for those who are running the code on google colab. This
will create an archive forlder for your test and train dataset. Which needs to be
uplodaed on colab.Kindly refer the figure [f]

Training and Detection

Starting with importing the required library and the pre-trained model from the
Tensorflow zoo github repository. Paths has been defined for all the pre-trained
models. Kindly refer the figure [7] and figure

Downloading the pre-trained models from and setting up on the paths and location
for extraction. Kindly refre the figure [9)

running the verification script for TensorFlow, will give us go ahead of rest of the
code. We need OK from post we execute the script.Kindly refer the figure

Finally one can extract the pre-trained models it will look like the one in referred

the figure

This step required to create the label maps for all the object. please note that
this is case-sensitive and make sure one should use the same name as it has been



'PRETRAINED_MODEL_PATH': 08.path.join('Tensorflow’, 'vorkspace','pre-trained-models'y,
{CARCEPOLIT_PACE' s oa-pach. join('Tensorflow', ‘workspace','models’,CUSTOM_MODEL MAME),

os.path.join| Tensorflow', ‘workspace ,'models’,CUSTOM_MODEL NAME, 'export’),
:08.path. Join('Tensorflow’, 'warkapace','models’,CUSTOM_MODEL_NAME, 'tfjsoxport'),
rLTse _PATH 108 path. join( Tensorflou’, 'workspace', 'models’CUSTON MODEL NAME, ‘Lfliteexport’},
*PROTOC_ BN path. join( 'Tensorfloy’, ‘protoc')

n (5] files = {

R comege i or: eth g o (laesoct ony Jh e apecs ol nate 81 Jougoa nooer Lo Hessconz (3T,
o8 .path. join{paths[ 'SCRIBTS FATH'], TF_RECORD_SCRIFT_NAME),

0. path. join{paths[ ' AVNOTATION_PATH ], LABEL MAP_WAME)

In [6]: for path in paths.values():
if ot on.path.exints (path):

Aif os.name eix's

Tt
if os.name
imkdir {patn)

{path}
ntt

In [71: paths!

HECKPOINT_PATH' )
Out[7]: “Tensorflow/workspace/madels/my_ssd_mobnet'

In [B]: Eiles

Cut[B]: {'PIPELINE_CORFIG': 'Tensorflow/workepace/medels/my_ssd mbnetlvxpehzm config’,

*IF_RECORD_SCRIPT': 'Tensorflow/scripts/generste_tfrecor
‘LABELMAP'T 'Tensorflow/warkspace /annotat ions/label_nap. pbtxt )

Figure 8: Part 2 of setting up paths for Pre-Trained models

1. Download TF Models Pretrained Models from Tensorflow Model Zoo and
Install TFOD

i | # Bttps://www. tensorflow.org/install /source_windows

if os.name:
Ipip install wget
import wget

if not o0s.path.exists(os.path. join(paths|’ APTMODEL PATH' ], 'research’, 'object_detestion’))s

Igit clone https://githob.com/tensorflow/models (paths APTMODEL PATH' 1}

# Install Tensorflow Object Detection
if of.name=='posix’:
tapt-get install protobuf-compiler
led Tensorflow/models/research &t protoe object_detection/protes/«.proto --python_out=. ki cp object_detection/pack

if o5 .name=:
url=“https://github. con/protocclbuf fers,/ protobus/ releases/dounload/¥3. 15. 6 /protac=3.15. 6-wingd. zip"
wget..download (url)
T R AT oy (o T ety

led (paths[ PROTOC PATH ]} &6 tar -xf p =3.15.6-winéd.zip

['PATH'] += thasp. + o8 path. path. "PROTOC_PATH'1, 'bin'))
led ‘rensnrnom‘mdg]st:esnnn &E protoc object umetknn/p:amﬂ-.prnm --python_out=. & copy object detection\\p
icd Tensorfl research/slim &k pip install

Figure 9: setting up paths for Pre-Trained models

In [10]: VERIPICATION_SCRIPT = os.path.join(paths['APIMODEL PATH'], 'research’, 'object_detection', 'builders’, 'model builder_ t
# verify Installation
BEEASR {NERILLCATION SCRLELS,
Running tests under Python 3.8.12: C:\Users\cheta\anacondal\envs\abhinav_2\python.exe

[ RUN ] ModelBuilderTF2Test.test_create center net deepmac
2021-12-09 22:44:04.455131: T tensorflow/core/platform/cpu_feature guard.ce:151] This TensorFlow binary is optimized
with oneAPI Deep Neural Network Library (oneDNN) to use the following CPU instructions in performance-critical operat
ions: AVX AVX2
To enable them in other operations, rebuild TensorFlow with the appropriate compiler flags.
2021-12-09 22:44:04.952792: I tensorflow/core/common_runtime/gpu/gpu_device.cc:1525) Created device /job:localhest/re
plica:0/task:0/device:GPU:0 with 5486 MB memory: -> device: 0, name: NVIDIA GeForce RTX 3070 Laptop GPU, pci bus id:
0000:01:00.0, compute capability: 8.6
Cr\Users\cheta\anacondai\envs\abhinav_2\lib\site-packages\object detection-0.1-py3.8.egg\cbject detection\builders\mo
del_builder.py:1100: DeprecationWarning: The 'warn' function is deprecated, use 'warning’ instead
logging.warn(( 'Building experimental DeepMAC meta-arch.'
44:05.615393 4512 model_builder.py:1100] Building 1 DeepMAC h. Some may be omit

INFO:tensorflow:time( main .ModelBuilderTF2Test.test create center net dee) 1.4s

11209 22:44:05.848446 4512 test_util.py:2308] time(_main__.ModelBuilderTP2Test.test _create_center_net_deepmac): 1.4
s

[ OK ] ModelBuilderTF2Test.test_create_center_net_deepmac

[ RUN ] ModelBuilderTF2Test.test_create_center_net_model0 (customize_head params=True)

INFOstensorflowstime(  main_ .ModelBuilderTF2Test.test create center net model0 (customize head params=True)): 1.12s
11209 22:44:06.970698 4512 test_util.py:2308] time(_main__.ModelBuilderTF2Test.test_create_center_net_model0d (custo
mize_head params=True)): 1.12s
( OK ] ModelBuilderTF2Test.test_create_center_net_model0 (customize head params=True)
[ RUN ] ModelBuilderTF2Test.test _create center net modell (customize head params=False)
INFOstensorflowstime( main_ .ModelBuilderTF2Test.test create_center net modell (customize head params=False)): 0.2ds
T1209 22:44:07.211781 4512 test_util.py:2308] time(__main__.ModelBuilderTF2Test.test_create center_net_modell (custo
mize_head params=False)): 0.24s

OK ] ModelBuilderTF2Test.test_create_center_net modell (customize head params
[ RUN ] ModelBuilderTF2Test.test_create center net model from  Screenshot
INFO:tensorflow:time(_main__.ModelBuilderTF2Test.test create_center_net _aodel_from keypoints): 0.33s

alse)

Figure 10: Verification Script



In (16]: if os.name =='posix’:
Iwget {PRETRATNED_MODEL URL}
!mv {PRETRATNED_MODEL_NAME+'.tar.gz'} {paths['PRETRATNED_MODEL_PATH']}
icd {paths['PRETRAINED_MODEL_PATH']) && tar -zxvf {PRETRAINED_MODEL NAME+'.tar.gz'}
if os.name == ‘nt':
wget .download (PRETRATNED_MODEL_URL)
Imove {PRETRAINED_MODEL NAME+'.tar.gz') (paths['PRETRATNED MODEL PATH' ]}
led {paths['PRETRATNED_MODEL_PATH']) && tar -zxvf {PRETRATNED_MODEL_NAME+'.tar.gz'}

1% [. 1 679936 / 44635028
3% [.. ] 1564672 / 44635028
5% [.a. ] 2441216 / 44635028
7% [aanns ] 3334144 / 44635028
9% [vannnn ] 4145152 / 44635028
TN [aasinans ) 5020888 / 44635028
138 [eeennnnns ) 5906432 / 44635028
15% [eucennnnns ] 6791168 / 44635028
17% [ceeenennnnns ] 7675904 / 44635028
19% [ ] 8560640 / 44635028
218 [ ] 9437184 / 44635028
23 | ] 10321920 / 44635028
25% [ereennnenrancnnnns 1 11206656 / 44635028
T3 15500000000 Moo ROD00 Screenshot 15091392 / 44635028

Figure 11: setting up paths for Pre-Trained models

2. Create Label Map
20 (1776 [1abels = [{'nams’s'key', 'id's1}, {‘name's'knife', 'id'sz}, {‘nams’s'pen‘, '1d's3}, ['name’s 'vape', ‘id's4)]
with open¢files| ‘LABELHAR' |, ‘w') as £1
for label

£.urd
\n".format (label[ name’]))
+format (label [ id"])}

£ourize( }in')

3. Create TF records

0 (2391 |# oPT ¥ coran
anc join(paths[ 'IMAGE_PATH'], 'archive.tar.gz')

if cs.path.exists (ARCHIVE_FILES|:

ttar —mxvf (ARCHIVE FILES}

In [24]: A not os.path.exists(files'TF_RECORD_SCRIPT']):
tgit elene heepa://github.com/nicknochnack /GeneratetPaecord {patha|'SCATPTS PATH' |}

remote: Total 3 (delta 0], reused 1 (delta 0), pack-reused 0
Recoiving chjects: 100% (3/3), done

In [25]: ipython {files[ TF RECORD SCRIPT']} -x {os.path.join(paths[ IMAGE PATH'], 'train’)} -1 {files[ 'LABELMAP']} -o {os.path.
lpython {eiles( Tr RECORD SCRIPT')} -x {os path Join(pathel IMAGE PATI'), 'iest')} -1 {files['LABELHAP']} -o {os.path.i

Figure 12: Creating label maps and TF records

used while creating the folders and labelling them. WE are also creating the TF
records and setting up tf training and testing scripts for the model. Kindly refer

the figure

once we have the tf scripts for testing and training data. we need to now configure
the pre-tranined models to the refereed paths.Kindly refer the figure

Training of model will require the command prompt to see the process of model
training. Once we have the command printed paste it on the Tensflow terminal.

Kindly refer the figure [14] and figure

Under the evualtion part we have to follow the procecess of copying the command
to the tensorflow terminal which will generate the following optput. Kindly refer

the figure [16] and figure

To visualize TensorBoard from Train folder kinldy follow the path:
Tensorflow workspace models my_ssd_mobnet train;tensorboard —logdir=.

To visualize TensorBoard from Eval folder kindly follow the path: Tensorflow
workspace models my_ssd_mobnet eval tensorboard —logdir=.



In [15]:

canfig = config util.get_configs_from pipeline_file{files| FIF

167 config

In (13

In [18):

In [19]:

6: {'model’s sad {
num_elasse
image_resizer
fixed shape resizer {
height: 120
width: 320

}
feature extractor {
type: “sad_mobilenet_vZ_fgn_keras'
depth_multipliers 1.0
min_depth: 16
conv_hyperparam:
regularizer {
12_reqularizer
weight: 3.9599958989515007a-05

¥
initializer {

4g()

pipeline eontiq = pipeline pb2.TrainkvalPipelinecen:
& CONFIG' ], “r') am £t

with tf.lo.gfile.GFile(files
proto_str = f.read()

text Format.Merge str, pipsline config)

pipeline_config.model.ssd.num_classes = len{labols)
pipeline_config.train_config.batch_size = 4
pipeline eonfig.train cenfig.fine fune cheekpoint = os.path.join(ps SC/e€Nshol

KED_MODEL_PATE
ninaline confia.train confia

. PRETRAINED_MODEL MAME,
ina tnma chacknoint tvoa = "dataction’

Figure 13: Configuring Pre-trained models

pipeline_config = pipeline_pbZ.TrainfvalPipelineConfigl)

with tf.lo.gfile.GFile(files| PIFEL: ,TE") as £r

proto str = f.read()
iext_fomat Merge(proto str, pipeline config

pipeline config.model.ssd.num _classes = len(labels)
pipeline config.train config.batch aize = 4

pipeline config.train config.fine tune checkpoint = os.path.join(paths|'PRETR
bipeline config.train config.fine tune checkpoint _type = ‘detection’
pipeline_config.train_input_readar.label_map_path- files| Tas
pipeline eonfig.train_input_reader.tf_record _input
pipeline config.eval input_reader(0].1
ipsline confic eval input reader

HAP ]
reader.input_path[:] = [es.path.join(paths] AN
iles( L 1

bel map path =
uLf racord i

config text = text_format.MessageTostr:
with tf.io.gfile.GFile(files| PIPELIN
LaXEiiRIEOnTiS Caat)

ng(pipeline_conti
) as £

CONFIG' ],

6. Train the model

TBATNING SCRIPT = os.path.join(paths('APIMODEL PAT

s 'object_detection', 'model main

2.py")

Sommand = “o:

el dir={} —-piceline

in sceps-2000". format (TRAINING_SCRIPT, paths(

print (command)

python Tensarflowimodels\researshiobject_detection\model_main tf3.,

y --model_dir=Tensorflowswarkspace\nodels\my_ssd_m
obnet ——plpeline_eonfiy path-Tensorflow\workspace\models\my_ssd_mobnet\pipeline.config --num_train_steps=2000

| {eemmand)

Figure 14: Model Traning

Figure 15: Traning Steps



7. Evaluate the Model

In (20): gommand = “python (3 __poded dir—(3 __pigeline config path-{l __chockpoint dir—(}".format(TRAINING_SCRIPT, paths|'CHECK

In [21]: print{command)
python Tensorflow\models\research\object detection\model main_t£2.py --model_dir=Tenserflow\workspace\models\my_ssd_m

obnet —-pipeline_config path=Tensorflow\workspace\models\my ssd_mobnet\pipeline.config --checkpoint_dir=Tensorflow\wo
rkepace\models\ny_ssd_mobnet

Figure 16: Evaluation

Figure 17: Evaluation on Terminal

For Google Colab to run Tensorboard from train folder kindly follow the path:
reload_ext tensorboard

load_ext tensorboard

led

/Tensorflow /workspace/models/ssd_640-640/train/

tensorboard —logdir .

For Google Colab to run Tensorboard from eval folder: reload_ext tensorboard
load_ext tensorboard

led /Tensorflow /workspace/models/ssd_640_640/eval/
tensorboard —logdir .

Kindly refer the following figure (18| and figure [19| to see the TensorBoard outputs.
We can even detect the object by inputting an image. Kindly refer the figure

In the final portion of the code we can run our our live feed cam to detect an image
using our webcam. Kindly refer the figure 21} figure 22 and figure

we can finally save the model and the checkpoint so that one dose not have to run
the complete program again. Kindly refer the figure

10
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TensorBoard SCALARS  WAASES  TIME SERIES

Figure 18: Tensorboard Loss and Learning graph

Figure 19: Testing using an image from test folder

' Jupyter 2. Training and Detection Las Checkpoint 120272021 (nsaved changes) A

Python3 pykerne) O

10 10. Real Time Detections from your Webcam ®

Figure 20: Detecting the object from an image

11
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11 10, Freezing the Graph

Figure 22: Detecting and object using live feed 2

11 10. Freezing the Graph

Figure 23: Detecting and object using live feed 3

8. Load Train Model From Checkpoint

In [7]: import os
import tensorflow as tf
from object_detection.utils import label map_util
from object_detection.utils import visualization_utils as viz utils
from object_detection.builders import model builder
from object_detection.utils import config util

In [11]: # Load pipeline config and build a detection model
configs = config util.get_configs from pipeline file(files['PTPELINE_CONFIG'])
detection model = model builder.build(model config-configs('model'], is_training=Fa

# Restore checkpoint
ckpt = tf.compat.v2.train.Checkpoint(model=detection_model)
ckpt.restore(os.path.join(paths[ 'CHECKPOINT PATH'], ‘ckpt-5')).expect partial()

ftf.function

def detect_fn(image):
image, shapes = detection_model.preprocess(image)
prediction_dict = detection _model.predict(image, shapes)
detections = detection_model iction dict, shapes)
return detections

Figure 24: Load the checkpoints and save model
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