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1 Introduction

An idea of a configuration handbook is a document that provides a detailed step-by-
step guide for the development of the project ’Memotion 2.0 - Sentiment Analysis and
Emotion classification of Memes’, as described in the technical paper. The objective of
this document is to guide you through every stage of the process in order to acquire the
desired result, that can be provided inside the technical document. The entire project is
constructed using a variety of library, software configurations.

1.0.1 Project Overview

The goal of the study is to categorize the emotions elicited by memes. The dataset,
Memotion analysis 2.0, was created by the Defactify workshop and published by codelab.
In this classification task, recurrent neural network models, convolutional neural network
models, and multilayer perceptrons are all employed to solve the issue.

2 Project Pre-requisites

The below are the necessary conditions: The following sections detail the software and
hardware configurations. The GPU (Graphics Processing Unit) is necessary in order to
develop the model on such a massive number of image samples.

2.1 Hardware Requirement

Figure 1 shows a the required system configuration to implement this project.

Figure 1: Required System Configuration

A web browser, specifically Chrome Browser edition 87.0.4280.88, was utilized for this
experiment. Previous versions of Google Chrome did not work with the colab notebook

1



feature. Third, this project was constructed using the Google Colaboratory (colab) IDE
Pro edition, a premium cloud platform product from Google that allows for the use
of several Artificial Intelligence (AI) libraries, as well as a powerful GPU and TPU to
accelerate computation.

3 Project Implementation

3.1 Accessibility of data set

Figure 2: Access to Google Drive

Figure 2 shows access to google drive. Google drive is placed over google colab so
that you can retrieve the data which is stored inside. We have accessibility to all of the
drive’s publicly accessible folders.

The following credentials can be used to gain access to training pictures included within
a zip file.
Password: memetaskaaai22
Password (for images): memeimageaaai22

3.2 Prepossessing

Following the academic report’s guideline, an IPYNB file named Preprocessing can be
used as a starting step in putting into action the project’s findings. At this point, the
data has been cleansed, preprocessed, and transformed in preparation for its subsequent
use as shown in Figure 3. Comma separated files (.csv) will be used to hold the final
cleaned dataset.

Figure 3: Data Prepossessing
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3.3 EDA and Labeling

It is at this point Figure 4 that the file entitled EDA LABLING will be created, which
will accept as data the previously created comma separated file from the preceding phase.
After putting the Google Drive in the notebook, we’ll open the file with URLIB opener

Figure 4: EDA and Labeling

to read. The following settings will allow us to download and collect the label of each
picture. This method will collect and label each image, which will then be divided into
three different folders, such as Negative, Neutral, and Positive. Following that, all of the
data obtained is saved in a comma-separated file with the overall sentiment value (such
as 0 for negative, 1 for neutral, and 2 for positive) disguising the overall sentiment value.
A correlation matrix is created in order to verify the relationships between the features.

3.4 Model Developement

To begin model implementation, the Model Experiment file can be used as a starting
point. After importing all of the necessary libraries and mounting Google Drive, feature
extraction will be performed on the data that has been provided. The feature extraction

Figure 5: Data from pkl file

procedure can take several hours to complete. As a result, the pkl file created during
the feature extraction phase as shown in Figure ?? can be used throughout the model
building stage. A baseline network as shown in Figure 6 has been constructed using
Keras functional APIs and a CNN that has been pre-trained using the VGG16 model.
Model1 will be built on top of the architecture described in the text. In the same way, a
different model has been developed and evaluated using evaluation metrics. Also plotted
are graphs for each model’s accuracy and loss score, which are both measured in percent.
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Figure 6: Model Building

References

4


	Introduction
	Project Overview

	 Project Pre-requisites
	Hardware Requirement

	Project Implementation
	Accessibility of data set 
	Prepossessing
	EDA and Labeling
	Model Developement


