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Automated Code Summarization of Program
Subroutines Using Deep Learning Technologies

Pramod Belur Ramesh
19211015

Abstract

Software Engineering field, now, is enjoying a burst of data-driven research as
there is an interest in code generation, code optimization, code summarization, code
understanding etc. Automated source code summarization is generating succint
source code summaries without human intervention by learning code sequences.
Automated way of generating source code summaries by leveraging data and deep
learning techniques to reduce the burden on programmers and bring about faster
and better knowledge management in the software engineering industry is purpose
of this reaseach. The approach of building models that understand programming
languages and summarizes them in English has far-reaching impacts which will
bring about democratizing programming to even non-programmers.

In our approach source code of 2.1 million java code-comment pairs was used
to train deep learning models to generate summaries, traditional encoder-decoder
models were conflated with Graph Neural Network (GNN) and its impact was
measured against a model with a traditional sequence to sequence model. The
GNN model outperformed the sequence to sequence in all the evaluation metrics
of BLEU and ROUGE by at least 1%, which means that the overlap between a
human-written reference summary and a model generated summary is more with
GNN than without GNN.

1 Introduction

Software Engineering (SE) and Information Technology (IT) have been used in almost all
walks of life to solve much of the world’s problems. The use of software solutions therefore
has increased the amount of software code that is written. There are many repositories
that are being maintained by hundreds of engineers, having tens of thousands of lines of
code. Code commenting is one of the best practices that is prescribed by various stalwarts
of the field but unfortunately programmers are notoriously infamous for pushing the task
of code commenting and documentation to the last in their task list (de Souza et al.; 2005).
This has proven to be a hindrance in maintaining software code and its especially a glaring
problem with legacy codebases. Apart from maintaining an ill-commented codebase, it is
also expensive in terms of man-hours that are spent by the companies in ramping-up new
engineers that join these teams. A piece of code that goes through multiple changes as
part of requirement changes end up having the original comment which no longer reflects
what the code does. This consequently makes the task of making any further changes
to the same snippet of code even more time-consuming as the developer responsible will
have to read the code and figure out the program flow. Software applications that need



a technological uphaul or a complete migration to cloud or container-based technologies
must deal with the inevitable refactoring, and ill-commented codes will only make the
whole process slower. All the above will eventually contribute to “technical debt”, an
expression borrowed from Financial Debt, to signify the amount of technical work that is
required to be done, quantified in monetary (or sometimes in time) terms, for a project
to be operational as per best practices. The technical debt of all software projects was
estimated to be a whopping 500 Billion US dollars in 2010 and was estimated to double
in 5 years’ time (Szykarski; 2012). Lack of knowledge distribution and documentation
debt is also known to contribute to technical debt (Slinker; 2013).

To obtain multi-faceted advantages that frees up a programmer’s time, makes his
or her life easier, reduces technical debt, decreases the monetary and time resources for
ramping up activities of new personnel for them to get acquainted with the codebase,
an automated way of code summarization is required. Several heuristic based methods
specific to programming languages were developed by Integrated Development Editors
(IDEs) such as eclipse, with the advent of JavaDocs, that automatically added comments
to accessors and modifiers, “getters and setters”, in java-speak which greatly reduced the
burden. However, other types of business logic still required programmer intervention
for it to be clearly documented. To this end, multiple approaches are being sought by
computer scientists in the past decade.

Code Summarization is a term coined in 2010 (Haiduc et al.; 2010) for the automated
human-like succinct code snippets generated automatically. Initially, the task of automat-
ically generating code comments followed a heuristic rule-based approach, where in the
comments would be generated based on a rule “look-up” that contained the appropriate
comment (McBurney and McMillan; 2015). As the advancement in the field of Natural
Language Processing (NLP) happened, it also fostered a similar growth in the field of
Natural Machine Translation (NMT), where in 2016, a path breaking encoder-decoder
based code summarization tool was developed by Iyer et al. (2016), like NLP. The encoder
would take in the code sequence and the decoder would take in the summaries, and finally
summaries would be predicted once the outputs of encoder-decoders are processed. The
introduction to self-attention mechanism by Vaswani et al. (2017), where in attention
was placed on important words while translating them, encouraged a slurry of research
into this niche field, which by then also had its name in the world of Big Data called “Big
Code”.

Although there are many research methodologies that have tackled this issue, there
is still a dearth of research that explores the efficacy of graph-based models in generating
summaries of code snippets. The Abstract Syntax Tree (AST) that gets generated during
the compilation of the code takes the form of the graph, which intuitively makes one
wonder if the graph representation of the code can be leveraged to learn more about the
code summaries and establish more context and get closer to human-like summarization.
Context is akin to the zooming out of a picture to get more information, in terms of code,
it could be the class a method resides in which gives the summarization more meaning.
For example a method named “book()” would be summarized as "books the train” in
"Train” class, while it would be "books the flight” in ”Flight” class.

Thus, this project aims to generate summaries of code using graph-based modelling
techniques, and the generated summaries will be evaluated against universally agreed
metrics.

The rest of the paper is structured as follows: Section 2 discusses the related work,
Section 3 talks about the methodology used in this project, Section 4 specifies the design



decisions undertaken, Section 5 describes the implementation details, Section 6 evaluates
and interprets the results of the project, Section 7 discusses the impacts of the findings
and Section 8 concludes the paper with mentions of potential future work.

1.1 Scope and Assumptions

Although the problem of technical debt is all encompassing, this project limits its research
to Java, and java datasets only, this is because, being in its 17th version, Java continues
to be one of the most popular programming languages with over 9 million active users in
the world.

A method is a granular module in programming languages, it is sometimes referred
to as “subroutine”, it is situated inside a class, which hosts multiple other methods.
Software engineering code dependencies extend to external libraries to plugins hosted on
clouds, thus context can sometimes be between a method and an 3rd party obscure plugin
that is used for some logic. Hence it is assumed that “context” is the rest of the methods
that are situated along with the method for which the summary is being predicted.

1.2 Research Questions

Being aware of the dearth of research that is being made into graph based models in con-
fluence with encoder-decoder with attention architecture, the following Research Ques-
tions (RQ) was specified and will be tackled:

RQ1: To what extent does the usage of GNNs in code summarization increase the eval-
uation metric scores?

RQ2: To what extent can context be captured by GNN based models?

2 Related Work

With the advancement of computing methodologies and plethora of open source libraries
to aid complex computation problems, the field of code summarization consequently has
seen an uptick in the number of research papers that have been published using data-
driven approaches. Although heuristic and rule based methodologies were the building
blocks in this research area, this paper solely focuses on data-driven research due to
its relevance, in specific, this paper takes into account the relevant research that was
conducted between 2016-2021. The related works are categorized into 3 subsections,
Source Code Summarization 2.1, Graph Neural Networks 2.2, and Evaluation Metrics
2.3

2.1 Source Code Summarization

Iyer et al. (2016) were the first to pioneer the data-driven methodology by using the
Natural Machine Translation (NMT) based model into code summarization task, they
used encoder-decoder with attention mechanism directly from NMT tasks and utilized the
verbose stackoverflow tags and based their model on predicting the next word by using
code sequences directly as input. This model, although with its limitations in scalability
and the idea of using a corpus word-by-word, and code into one input of an Recurrent



Neural Network (RNN) architecture, served as a good starting point and a baseline model
for several models that followed. Alon et al. (2019) proposed the use of embedding space
that is widely used in Natural Language Processing (NLP) tasks, they proposed the usage
of ”code embeddings” in their model called ”code2vec”, this approach involved the use
of Abstract Syntax Tree (AST) of the code and breaking down the edges of the AST
and create these code embeddings which was then used to predict code semantics and
predict the name of the method given its embeddings. Hu, Li, Xia, Lo and Jin (2018) also
suggested the use of AST in order to learn the hidden representations of a code snippet,
the proposed a unique way to flatten the AST by developing a score-based traversal that
gave importance to lexicons in the AST and called it Structure Based Traversal (SBT).
These models all produced promising results and are considered baselines in this area.
Apart from using AST to extract structural information, there have been researches that
have delved into looking at API for information (Hu, Li, Xia, Lo, Lu and Jin; 2018).

Code and code dependencies by virtue have lots of interlinked dependencies, AST
representation of codebases which were very well curated were also found to be extremely
hard to train with lots of parameters to take into consideration, this problem was men-
tioned and tackled by Lin et al. (2021), a better approach was to do block-wise splitting
of AST, called BASTS, which was then fed into the transformer, although this paper
exceeds the baselines that were mentioned, the steps to reproduce the splitting of AST
into block-wise ASTs were hard to follow, and in datasets that have large ASTs, the
breaking down of individual block-wise ASTs could be hard in programming languages
that are not verbose and type heavy.In addition to using ASTs, method name was mined
for semantics and combined with its summary to learn more insights for summarization
by research conducted by Haque et al. (2021). Their nomenclature for this mined rela-
tionship was ’action-word’, this action-word was sent to encoder-decoder with attention,
however, methods that are badly named will break-down the premise of this idea hence
it may not generalize well. Liu and Wang (2020) built on top of Haque et al. (2021) by
using method name to derive insights along with AST, but they also added a key-word
enhancer that was used as a separate embedding layer and as an input to the encoder,
similar to the work done by LeClair et al. (2019a), this methodology added attention
and weights to each of the enhancers in form of a weighted vector, the use of separate
embedded space for key-word enhancer increased their metrics by 4% but the training
time was high due to the high dimensional spaces used. Research by Xie et al. (2021)
also uses the same mechanism of combining the code method name but adds a mechan-
ism for methods that do not have meaningful method names, this mechanism entails the
generation of method names, which would subsequently help in the summarization. They
added a novel prediction mechanism that was fed into the encoder. The cross-validation
needed for this prediction is skipped which runs the risk of not being able to generalize
hence this research defeats its purpose while predicting method names.

Zhang et al. (2020) developed rencos, a baseline model that is prevalent for its ro-
bustness. This research addresses the problem of encoder-decoder mechanism missing out
on words that might be important but are ignored due to their low occurrence. Rencos
combined the Information Retrieval (IR) and NMT ways of appraoching this problem
by hiring Amazon Mechanical Turks to highlight important low frequency words, these
words were then used in their model as a separate vector space in their encoder with
seperate attention mechanism. This research was useful in summarizing code that did

not contain meaningful summary in the first place. It increased BLEU (Papineni et al.;
2002) and ROUGE (Lin; 2005) by 3% and exceeded all the baseline models.



LeClair et al. (2019a) came up with an approach of separating the code and code se-
mantics, learnt from AST as two separate inputs into two different encoders, the decoders
were fed the summaries, and the ultimate output of the above were given to the attention
mechanism which placed attention to the important words in the summaries. This work
also curated the dataset, which is popularly known as ”Java 2.1m”, which contained 2.1
million java methods, tokenized as well as raw, with auto-generated comments removed,
filtered and manually checked.

Semantics and insights drawn from the surroundings of the code snippet or subroutine
termed as ’context’ was first taken up by Haque et al. (2020) pre-training a model that
contained ’context’, comprising of all the methods. This pre-trained context is added as
an extra parameter along with code, text and AST embeddings, this work was built on
top of LeClair et al. (2019a). The context here was built by removing the code that was
added as an input and the rest of the methods were built as a n x m matrix, where n is
the number of methods in the file, m is the size of the sequences, these hyperparameters
were tuned in their pre-training step. This approach increased the evaluation metrics
of BLEU (Papineni et al.; 2002) and METEOR (Banerjee and Lavie; 2005). The use
of bi-directional Long Short Term Memory (LSTM) along with the context as an input
scored higher than all other models. The context creation and building, although was
a novel approach, was static in nature and the number of methods in the nxm matrix
contributed to the overall summarizing of the code only when n and m were high in
number thereby increasing complexity. The visualization of attention gave an insight
into the explain-ability of the model.

The use of 'global’ context and ’'local’ context which is in tune with the variablemethod
scope where in the variables also interact with their own value and scope along with the
rest of the project. The rest of the code might reside either in the same file or in the
same project or in a separate library. Bansal et al. (2021) used this idea and conflated
this with the existing encoder-decoder architecture, they used project context and file
context as part of their embeddings and the number of methods in a file and the number
of files as hyper-parameters, this methodology also achieved promising results and it was
significant in its usage of two real-world contexts, however as with all higher dimensional
models, this model tends to be extremely hard to train and it might take higher training
time as the number of files/methods increase. The research by Zigner et al. (2021) also
came up with a language agnostic model by combining the tokenized code sequences
and built a tree with code dependencies, their approach used the transformer approach
using pre-trained ASTs. The paper scores well on all the evaluation metrics but the
baselines do not consider the latest models that are established in this area. All of these
methodologies that rely on context use NMT metrics to plot and publish their results,
which might not be one-size-fits-all approach.

Thus, the use of valid dataset and the use of ASTs as part of the embedding into the
input along with code sequences is used in this research as it is validated to be a valid
methodology in the above research.

2.2 Graph Neural Network

Graph Neural Networks (GNN) are a key to multiple problems because the key relation-
ships between things naturally take the form of a graph, there are multiple variations of
GNNs that are described by the survey by Wu et al. (2020). Convolutional Graph Neural
Networks (ConvGNNs) are of relevant to this research as it involves the 'convulsing’ of



data across multiple nodes as it learns information from nodes that surround it, at the
end of the propagation each node will have a vectorized information about the nodes
that surround it to varying degree, the information is then aggregated and arbitrary
relationships are learnt (Kipf and Welling; 2016).

GNNs have been used to discover relationships in multitude of problems such as parts
of speech, parsing of dependencies between two sequences, or two sequence of token (Xu,
Wu, Wang, Yu, Chen and Sheinin; 2018), molecular structure prediction (Duvenaud et al.;
2015), computational biology (Gao et al.; 2021) and natural question generation (Chen
et al.; 2019). The natural dependency of code and its relationships innately takes the
shape of a graph, and the compiled code is generally used to construct an AST which is
naturally a tree, which is a special graph, hence the use of GNN for this research makes
it part of the research objective.

The use of graph based structure was first proposed by Allamanis et al. (2017) their
work was in the area of code generation. GNNs have also been used to tasks that are
close to code summarization such as the ones in graph2seq model for parsing of semantics
between code sequences (Xu, Wu, Wang, Feng, Witbrock and Sheinin; 2018). LeClair
et al. (2020) in their study of the usage of GNNs and their effort to explain the reason
behind the justification and usability of GNNs showed promising results. They used
GNNSs to learn AST representation in a better way and used GNN as an input embedding
to the encoder-decoder architecture. GNNs have also used in the smart contracts to
generated summaries from APIs (Yang et al.; 2021).

Thus, by looking into the research using GNNs in this area, this project proposes the
use of ASTs as an input into GNNs.

2.3 Evaluation Metrics

This research project proposes to use both Bilingual Evaluation Understudy Score (Papineni
et al.; 2002) and Recall-Oriented Understudy for Gisting Evaluation (Lin; 2005). These
are largely used in almost all of the literature cited earlier (Iyer, Konstas, Cheung and
Zettlemoyer; 2016; LeClair, Haque, Wu and McMillan; 2020). This section explores the
literature and justifies the usage of these two metrics in this paper for evaluation.

As mentioned by Papineni et al. (2002) can be thought of as precision, where in how
of the generated text can be seen in the reference text (labelled data). While ROUGE
is in contrast a measure of how much reference (labelled) data can be seen in the gen-
erated text. ROUGE uses the longest common sub-sequence of sentence similarity while
BLEU uses the n-gram similarity, thus BLEU 1 to BLEU n means n-grams of length 1-n.
Combining BLEU with the overall sentence similarity metric like ROUGE will make the
evaluation more rounded and automated. This coupled with the vast research that sup-
ports and uses these evaluation metrics has given sufficient confidence in these methods
to be used to verify the results of this experiment.

Apart from automated metrics, Shi et al. (2021) and Mahmud et al. (2021) in their
study, questioned the justification of using BLEU as a direct replacement of NMT tasks
into code summarization tasks, they experimented on a number of popular datasets,
including the one used in this research to check the validity of BLEU scores, they found
that the scores varied on a number of reasons like code duplication, data splitting, version
of the library used to compute the BLEU score etc., they advise further researches to
be wary of high BLEU scores and have suggested to incorporate human evaluation in
conflation with automated metrics.



Thus, this project justifiably uses BLEU, ROUGE and human evaluation validate the
summaries generated by models.

3 Methodology

This section describes the research methodology that was undertaken that led to the
formation of RQ1 and RQ2, and to find answers to the questions established in RQ1
and RQ2, it describes in detail the steps that were followed to bring this research from
ideation to fruition.

3.1 Research Formulation

As mentioned in the Section 1 and section 2, this research focused on software engineering
and in particular automated ways to generated summarization of code snippets. This
research also put an extra interest in using GNN based models to capture the context of
a subroutine.

3.2 Surveying relevant literature

As a crucial part of any research, the overreaching part of this paper was to conduct
exhaustive survey into the existing literature in this field. The idea of this step was
to gain insights into the best practices, establish standard evaluation metrics, choose
appropriate data mining mechanisms. A detailed account of related work studied can be
found in section 2.

3.3 Data Analytics

The next step of the research was to perform data analytics, this entailed looking into
best practices in methodologies that are followed in data analytics projects. The famous
data mining strategies of KDD and CRISP-DM were looked into and a hybrid version of
each was formulated to fit the bill for this research. An addition to the KDD was the use
of business understanding and data understanding, steps that were borrowed from the
CRISP-DM methodology. The data mining steps that were followed in this research are
represented in Figure 1.

Business
Understanding

Data Gathering &

P ) —" Data Modeling | Evaluation
re-processing

— Data Understanding ———»

Figure 1: Overall data mining approach followed in this project



1. Business Understanding : This step involves the understanding of how the busi-
ness is conducted, the business of software engineering generally involves monetary
benefits against a software product that is shipped, meaning deployed to a server,
there are contracts in place between the consumer of the software service and the
software service provider, for the quality gates that are necessary to be maintained,
there are also automated tools like Sonar !, that measure the total quality of the
project and report its technical debt. A general rule in software engineering is
code maintainability and code understanding, this part requires a sound document-
ation which this research is trying to tackle. Being in the Information Technology
industry for nearly a decade helped greatly in the understanding of the business.

2. Data Understanding : The data that were required for this research was source
code, code from a popular programming language like Java was sought. The data
needed could be understood and being a software engineer and a seasoned Java
programmer, understanding of the data that was needed and that fit the research
was easily accomplished. Java contains an inbuilt library named JavaDocs that
automatically summarizes auto-generated code such as getters and setters, the aim
of this project was to predict summaries written for logic that were not auto-
generated. Data needed to be rid of auto-generated comments so that the evaluation
metrics do not report very high score on comments that are generated by tools.
This research focused on code and summaries that are authentic and are written
by actual engineers, sufficient literature was surveyed and data that were used and
vouched by the research fraternity was therefore selected for this research.

3. Data Gathering : After sufficient literature survey, the Funcom? dataset provided
by LeClair et al. (2019b), they curated the dataset from 56 million java code-
comment pairs by removing auto-generated code, the code that did not contain
comments (LeClair and McMillan; 2019). The resulting data was 2.1 million records
of Java code-comment pairs, each method signature carries a project id and a
function id, by using this project id and function id, a map can be created of the
dependencies between method and its comment. Their raw, filtered and tokenized
datasets were downloaded. The dataset is depicted in Figure 2.

4. Data Pre-processing : The raw dataset that was downloaded was used for AST
embeddings, the project id and file id that was present was used to generate AST
embeddings using srcML?, which generated an XML representation of the source
code which could be fed to the GNN models in the modelling phase. This AST
representation was taken from LeClair et al. (2020)?. The tokenized data, containing
code and comment corpus was explored. The tokenized dataset was then split into
train, test and validation, while the AST data was split based on hyper-parameters
as recommended by Haque et al. (2020).

5. Data Modelling : There are a number of modelling methods which were con-
sidered for this project by surveying the relevant literature, the following methods
were explored,

thttps:/ /www.sonarqube.org/
2http://leclair.tech/data/funcom/
3https://www.srcml.org/
4https://icpc2020.83.us-east-2.amazonaws.com/dataset. pkl



project id
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52274

10536

52274

function_id

function

comment

9245436 * public void close() throws [0Exception {\n ' [#* By default, closes the input Reader. */\n’
input.close():\n )\

50900999 “\tpublic void render(GameData data) “\t/**\n\t * Renders the message and updates the
{\n\t\tsetText(Message.render(data, type.getPattern(), message text.\n\t *\n\t * @param data The GameData
attributes))A\n\ti\n’ for replacing unit IDs and region coordinates\n\t */\n’

9245436 'public void close throws ioexception input close’ by default closes the input reader

50900999  public void render game data data set text message ‘renders the message and updates the message text’

render data type get pattern atributes'

Figure 2: Funcom Java 2.1m dataset.

e Using Transformer based approach with multi-head attention was initially con-

sidered for, however, the work by Yang et al. (2021), showed that it is more
suitable for data that involve APIs and smart contracts, the transformer based
approach also needed a lot of computation time as it involves multi-head at-
tention and feed-forward networks.

Flattening of AST and using the flattened AST into the encoder instead of
GNN was also considered, however the research by Iyer et al. (2016) shows
that this approach does not capture the true nature of tree-like structure and
its learning representation is heavily contrained.

The choice of modelling techniques was corroborated by plethora of research works
that have been done in the field of NMT and NLP, using encoder-decoder model
with attention mechanism and GNN is used for capturing context information from
the AST embeddings of the srcML library. An overview of the model flow is shown
in Figure 3 .The individual models are described below

e Encoder: An encoder is given a set of tokenized vectors as inputs, the vectors

are padded by zeros so that all the inputs can be batched. Encoders usually
learn the features of an input and update their internal state, this internal
state is represented conventionally by A and ¢ in code, encoders are usually
Recursive Neural Networks(RNN), popular RNNs that are used are LSTM
and BiDirectional LSTMs, this research chose BiDirectional LSTM due to the
fact that the encoder can update its internal state and importance, known as
contezt vector by traversing back and forth (Iyer et al.; 2016).Tokenized code
sequences and the output from GNN are given as inputs to encoder.

Attention Layer: An attention layer learns takes the context vector from the
encoder and learns the importance of each of the state and assigns higher



AST embeddings

Code comment

Summaries
fekens
Input
COutput
Input Input
QOutput
BILSTM Encoder BiLSTM Decoder —
Output A
v
Aftention

Figure 3: Model Overview

importance, this context vector with attentional weight is then passed on to the
decoder. There are multiple types of attention implementations, the options
are softmax, dot or the attentional mechanism proposed by Vaswani et al.
(2017). This research makes use of both dot and the Vaswani et al. (2017)
implementations.

Decoder: A decoder is also an RNN that is given the attentional weights as
the input from the attention layer, the decoder also takes in the subsequent
summaries (comments) of code sequences as a parallel input, the attentional
weights and the summary input will then be concatenated to predict the next

word in the summaries. Bidirectional LSTMs are used for decoders as well
(LeClair et al.; 2019b).

Graph Neural Network: ConvGNNs are used to learn representations of the
code to learn contextual information. The AST node and edges are passed as
embeddings into the GNN which will convolve and learn important information
about all the surrounding nodes, the output from the convGNN is passed as
a seperate input to the encoder which will then learn features and place it
in the context vector as described above. ConvGNNs were chosen as per the
recommendation by LeClair et al. (2020).

3.4 Evaluation

This research uses two main metrics for evaluation, they are BLEU (Papineni et al.; 2002)
and ROUGE (Lin; 2005). Research methodologies studied in section 2.3 corroborated the
use of these metrics.

10
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1. BLEU: BLEU was originally developed for NMT tasks, it takes into consideration
the closeness between a generated sentence to a reference sentence, it is precision
oriented. BLEU is used in almost all the papers that were studied in section 2.1.
BLEU is denoted by BLEU-1, BLEU-2, BLEU-3, BLEU-4 to measure the precision.
A score of 0 would mean that the generated summary has zero overlap with the
reference summary. The original BLEU proposed by Papineni et al. (2002) meas-
ures sentence level and any sentence with geometric mean less than 4 would need
smoothing as suggested by Chen and Cherry (2014). This paper uses the nltk pack-
age BLEU which uses corpus level similarity. The length of tokenized functions and
comments are shown in Figures 4 and 5, the length of the sequences were carefully
curated to less than 100 for function tokens in the filtered dataset by LeClair et al.
(2019b) and majority of the function tokens contain less than 20 tokens, thus the
usage of BLEU in this case at a corpus level is justified and is recommended by
LeClair and McMillan (2019) in their work describing best practices for datasets
for code summaries.

2. ROUGE: ROUGE is recall oriented automated metric (Lin; 2005), it also considers
overlapping n-grams, pairs of words or sequences between generated and reference
summaries. There are variants of ROUGE similar to BLEU, we consider ROUGE
Longest Common Sub-sequence (ROUGE-LCS) in this paper. The reason for choos-
ing ROUGE is that BLEU scores can yield higher scores if individual words overlap,
for example "save file to database” and ”save database to file” are two drastically
different summaries but they generate high BLEU score due to its calculation of
n-gram overlaps, to keep this limitation in check, ROUGE-LCS is used which checks
the longest common sub-sequence between the reference summary and generated
summary.

3. Human Evaluation: Although not at the large scale as using Amazon Mechanical
Turks®, which was followed by Zhang et al. (2020) in their approach, this research
is cognizant of the shortcomings that have been recorded by recent researches such
as Shi et al. (2021) and Mahmud et al. (2021), hence to evaluate context related
information, this research proposes the usage of human evaluation of generated
summaries along with their function and project ids, if the summaries contain words
and learning from functions that contain the same project ids, it can be surmised
to a considerable confidence that context information is learnt by GNN.

4 Design Specification

The model’s architecture is depicted in Figure 6, it describes the overall model archi-
tecture that was designed to answer RQ1 and RQ2. The figure depicts the embedding
layer, encoder layer, GNNs, dense and encoder layers. The code sequences are initially
tokenized and padded so that training inputs are of the same size and could be batched
respectively. The input consists of 256-dimension tokenized code sequence input to the
encoder, the encoder is given an embedding layer, which helps in finding features in the
input space. The embedding layer is also the same size as the input. AST embeddings is
fed to the ConvGNN, the GNN implementation by LeClair et al. (2020) is chosen over the
latest GNN implementation by tensorflow due to higher learning curve. The number of

Shttps://www.mturk.com/
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hops that is passed as an input to the GNN is a hyper-parameter which is chosen to be 2,
higher hop sizes and its detriments are discussed in section 6. The encoder is chosen to be
bidirectional LSTM of 256 size, as per the works of Xie et al. (2021), it is the best RNN
that could give the encoder propagation back and forth. The vectorized embeddings of
the GNN is then passed as a separate input to the encoder. The hidden states of the
encoder are captured and passed on to the attention layer, the attention layer is given
the hidden state of the encoder as well as the encoder embedding, the encoder is then
initialized with the initial state of the encoder. The decoder is also a bidirectional LSTM
of 256 size, the decoder is also given the summary of the code sequences, the next word
in the summary will get predicted as and when the input code sequences are sent by
the encoder. The decoder is then sent to the TimeDistributed dense layer with softmax
activation which contains the vectorized form of predictions.

Layer (type) Output Shape Param # Connected to
embedding (Embedding) (None, 162, 256) 4868352 input_1[e][@]
lstm (LSTH) [(Mone, 162, 258), ( 525312 embedding[@][@]
input_2 (InputLayer) [(Mone, None)] 2

Istm_1 (GCMLayer) [({None, 162, 25&), ( 525312 l=tm[@][@]
embedding 1 (Embedding) (None, None, 258) 4771328 input_2[@][@]
lstm 2 (LSTM) [(Mone, 182, 256), ( 525312 lstm_1[@][@]
Istm_3 (LSTM) [(Mone, None, 256), 525312 embedding_1[@][@]

lstm_2[@][1]
lstm_2[@][2]

attention_layer (AttentionLayer ((MNone, None, 256), 131328 lstm_2[a][@]
lstm_3[a][e

[21re]

1stm_3[@][e]
attention_layer[@][@]

[xal

concat_layer (Concatenate) (None, None, 512)

time_distributed (TimeDistribut (Nocne, None, 18638) 9561294 concat_layer[@][e]

Figure 6: Model architecture.

5 Implementation

For the realization of the research questions set out in this research. Jupyter Notebook
was used to fetch and explore the dataset. The dataset was in tokenized format and AST
format that was used as input by BiLSTM and GNN respectively. Python 3.7 was chosen
as the principle programming language of the whole project owing to its popularity and
rich user guides and online help present.Google colaboratory was used to develop the
project as it gives plugins to connect with google drive as well as github. The creation of
environment and installations become easier as compared to setting everything up in the
local environment. Pandas and numpy were used to explore and extract the tokenized
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and filtered data, and to measure the token length, this enabled the decision on what
evaluation metrics that need to be used.

AST representation of the code was taken from LeClair et al. (2020)%, their imple-
mentation of graphlayer was also borrowed as opposed to using the latest tensorflow
GNN, this was done due to higher learning curve. The tokenizer that was implemented
to read this pkl file was also borrowed and the AST edges and nodes were embedded as
keras input and embedded layer into the GNN, the output of the GNN was passed to a
bidirectional LSTM with 256 embedded space.

Model layers were built using the APIs provided by keras and tensorflow, each in-
put layer was constructed using the input API given by keras, and an embedding layer
was constructed to store the hidden state and higher dimensions, the latent and input
dimensions were set to be 256.

Attention layer was added by passing the hidden state (h and c), the standard im-
plementation of attention layer that is proposed by Vaswani et al. (2017) was taken, the
decoder was also constructed using the input API by keras and an embedding layer con-
sisting the hidden states and the initial encoder states. LSTM and BiDirectional packages
of tensorflow were used to construct all the encoder-decoder models in this project. Early
stopping was used to make sure that the model does not overfit. Methods were added
to reverse engineer the output from the model back to words for it to be comprehens-
ible. Model evaluation was performed programmatically using nltk packages 'bleu’ and
‘rouge-1".

6 Model Evaluation

The results of the experiments are shown in this section and discussed in detail. To
better capture the effect of GNNs, an ablation study is performed, where in the model
is developed without GNN, and another with GNN. Each experiment also mentions the
hyper-parameters that were used for the experiment.

6.1 BiLSTM

The BiLSTM model was a tradition sequence to sequence model which only leveraged the
sequential token data that was passed to it as input. The study was done with epoch size
of 50 and batch size of 64, it contained BiLSTMs for encoder and decoder with attention
layer. The Code sequences were fed to the input layer and summaries to the decoder.
AST embeddings were not added to this experiment for comparison to answer RQ1.

From Table 1, it can be interpreted that when comparing the generated summaries
and reference summaries, when 1-gram overlapping is calculated (BLEU-1), 35.6% of 1-
grams present in the generated summaries were also present in the reference summaries,
when 2-gram overlapping is calculated (BLEU-2), it is 21.2%, 12.6% for BLEU-3 and
9.3% for BLEU - 4.

Similarly, the ROUGE-LCS scores can be interpreted as that 55.2% of the longest
common sub-sequence of generated text is overlapping with the longest common sub-
sequence of reference text, while recall shows that 46.4% of longest common sub-sequence
present in the reference text, is also present in the generated text.

Chttps://icpc2020.83.us-east-2.amazonaws.com/dataset. pkl
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Table 1: Comparison of BLEU Metrics.

Model BLEU 1 BLEU 2 BLEUJ3 BLEU/4
BiLSTM 35.6 21.2 12.6 9.3
BiLSTM+GNN 36.4 21.4 14.3 11.2

Table 2: Comparison of ROUGE-LCS Metrics.

Model Precision Recall F1l-score
BiLLSTM 54.6 46.4 48.0
BiLSTM+GNN 55.2 47 49

6.2 BiLSTM + GNN

An extension to the earlier experiment was done to answer the questions in RQ1, the
experiment was run with an epoch size of 20. The hop size of GNN was set to 4, the ex-
periment was run with TPU configurations in Google Collab, however due to the enormity
of the number of variables that each node had to learn due to the hop size, which is the
number of nodes, a given node needs to learn, this model consistently ran out of memory
despite multiple trials and had to be abandoned. Hyper-parameter for hop size of GNN
was set to 2 as per the recommendations by LeClair et al. (2020), they set their hop size
to 2 in their studies, and the results of it are shown in Table 1.

As opposed to the evaluation scores of BILSTM in 6.1, it is seen that the BLEU scores
in n-gram overlapping are higher and are consistently higher even when more n-grams
are overlapped as indicated by BLEU scores.

The overlap of longest common sub-sequences between generated summary and ref-
erence summary in precision and reference summary and generated summary in recall is
also evident from the Table 2.

6.2.1 Human Evaluation of context capturing

While automated metrics are a great way of measuring the performance of models quant-
itatively, there is no direct metric that can measure or do justice if the context was learnt
by the GNNs. Just reporting a higher BLEU score as shown by studies in Haque et al.
(2020),Ziigner et al. (2021) and Haque et al. (2020) can be misguiding as the direct usage
of NMT metrics sometimes do not translate well when applied to code summarization
tasks (Shi et al.; 2021). Hence a human evaluation of 5% summaries generated by bil.-
STM+GNN were compared against the BILSTM model and the overall observation of
random summaries suggest that the GNNs, although contributed in the increase in the
metrics score in Tables 1 and 2, the context information was not captured. The possible
reasoning and implication is discussed in detail in section 7

Table 3: Example of generated summaries of function id 8867852 and project id 9728.

Model Summary
Reference set the value of fq
BiLSTM sets the (UNK;, of this filter

BiLSTM+GNN sets the filter query
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7 Discussion

This section discusses in detail the results presented in the evaluation (section 6). The
discussion is divided into the two RQs presented in 1.2.

RQ1: RQ1 sought to see the quantitative improvement from GNNs. From the res-
ults presented in Tables 1 and 2, it is clearly seen that GNNs have a qualitative effect
on the code summarization tasks. GNNs have brought, on an average, about a point
increase in the BLEU scores in the generated summaries. This increase can be attributed
to the nodes of the GNN learning about the AST embeddings. Another advantage of
using GNN is that it can learn the words that appear rarely in the summaries by learning
the AST embeddings. The BiLSTM based models generally outperform all other mod-
els as noted by LeClair et al. (2020) in their research, even when AST embeddings are
flattened, tokenized and fed as an input either along with code sequences or as separate
output. The GNN based models however give an increased performance at the cost of
computation and resources. The GNN models at any time need to hold many variables
as its hidden state and given the innate depth of graphs that are present in program
ASTs, this could lead to significant computation costs. Another significant advantage of
GNNs over other models is that they can employ ’copy mechanism’, wherein new words
are directly copied from the source tokens (Gu et al.; 2016).

RQ2: The context capture of GNN was evaluated by human evaluation rather than
metrics as metrics such as BLEU can sometimes give a very high score (Shi et al.; 2021).
There are multitude of reasons as to why the model could not capture context, it could
be that the hop size of GNN was only to two levels where just the method name and its
immediate operation in the AST were embedded into nodes and edges, a higher hop-size
with a bigger computation power and time might yield the contextual information that
are present in the AST embeddings. Another reason could be the attentional mechanism,
where in the AST embedding and the code sequences must be ’aligned’ for the GNN to
learn the code context that is around the particular code sequence that is fed to the
BiLSTM.

As a limitation, it is observed that although the BLEU scores are better with GNN
model, it can be seen that when the n-gram overlapping increases, the precision score
is decreasing, this could be because of the brevity penalty that gets applied when the
generated summary is too small to calculate recall. The assumption of two functions
having the same project id to have context needs more corroboration and the dataset
must be curated especially to capture context. Another limitation of this approach is
the computing time that it takes to train graph related models, the general evaluation
metric improvement entails higher computation power which would mean tough trade-off
decisions, it could be overcome by higher hop size hyperparam setting but that would
again mean further computation power. The usage of GNN along with BiLSTM also
hinders the interpretability of the model, although this could be overcome by using history
and checkpoints. This project uses Java dataset and is not generalized to inputs from
other programming languages.
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8 Conclusion and Future Work

Code summarization is a niche field and exciting field. Through RQ1 and RQ2, this
research set out to explore the ambitious task of generating human-like automated sum-
maries of Java code. It also explored and identified the advantages graph-based models
have over the normal RNN based models while attending to learning code sequences that
are embedded into ASTs. Through experimentation it was found that GNN models were
better capable of generating summaries which was corroborated by the metric scores.
The contextual information that was sought in RQ2 was evaluated using the project id,
file id of the data and the generated summaries did not have the information of the pro-
ject, which was expected if the context was captured. GNN based models significantly
outperformed the RNN based model in all of the BLEUs, and ROUGE-LCS metrics.

A great arena for future work would be to generate language agnostic models that
would be capable of generating summaries irrespective of the programming language that
is given as input, the use of method signature or API signature could be leveraged to
create such a model. Another area is where summaries could be reverse engineered to
generate code i.e code generation.

Usage of a project’s dependency tree that is generated by build tools such as maven
could be another great arena where in the entire library and the project level dependencies
could be captured, this could aid in curating datasets that could be used to train models
that also learn dependencies between projects and files.
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