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1 Introduction

This configuration handbook outlines both software and hardware requirements, as well
as a step-by-step procedure for carrying out the research objective of implementing cus-
tomer segmentation using RFM analysis with K-Means Clustering, multiclass classifica-
tion model, and Market Basket Analysis.

2 Environment Specification and Configuration

Pre-requisite - Anaconda version 1.9.12 should already be installed with Jupyter Note-
book. Installation link - https://www.anaconda.com/products/individual#windows

2.1 Hardware Configuration

The screenshot of hardware configuration of system details in 1 can be seen.

• Windows Edition: Windows 10 Home.

• Processor: Intel(R) Core™ i5-8250U CPU @ 1.60GHz 1.80 GHz

• Installed Memory (RAM) : 8GB

• System type: 64-bit operating System, x64-based processor

2.2 Software Requirements

The specifications for software required is detailed below:

• Programming Language - Python (version - 3.7.6 )

• IDE - Jupyter Notebook - version 6.0.3

• Browser - Google Chrome

3 Environment Setup

The Jupyter Notebook is initiated from Anaconda to begin implementation execution.
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Figure 1: Windows Specification

Figure 2: Jupyter Notebook on Initiation
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4 Library Packages Required

Before importing any packages !pip install is used to install those packages. For example,
to install NumPy, run the code as displayed in 13 To install any library, the code will

Figure 3: !pip install code

also be available in the following url (just enter the package name) - https://pypi.org/
project/

5 Programming Environment Setup

The Jupyter Notebook is launched from the command prompt in order to start the
execution environment for its implementation.Import all the libraries as displayed in
Figure 4, Figure 5, Figure 6 and Figure 7

Figure 4: Libraries for Preprocessing
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Figure 5: Libraries for k-fold validation

Figure 6: Libraries for ML models and Evaluation Metrics

Figure 7: Libraries for SMOTE, Label encoder and Accuracy Score
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5.1 Data Collection

The dataset utilized in this study is transactional data from a UK-based online retail gift
shop named Online Retail II Data Source 1.The dataset was available in .csv format and
was downloaded from Kaggle. The dataset had 8 columns and 1,067,371 records. The
data was loaded as a DataFrame using python pandas library Figure 8.

Figure 8: Loading Data to Pandas DataFrame

5.2 Execution of Code - Prerequisite

The Jupyter Notebook and the dataset should be uploaded to jupyter Notebook and
should be placed in the same folder. Important Note: Before executing the .ipynb
file and the dataset should be placed in the same folder Figure 10,

Figure 9: Code file and dataset to be loaded in Jupyter Notebook

Ensure that all the packages are installed and libraries are imported as mentioned in
section 5.

Open the.ipynb file and go to Menu bar and click on ’Run All’ to execute the entire
file.

The progression of the code is explained with detailed screenshot in the
below sections.

6 Data Pre-Processing

In this section, the data collection, pre-processing, feature creation performed on the
dataset will be explained in terms of implementation.

1https://www.kaggle.com/mashlyn/online-retail-ii-uci
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Figure 10: Execute All Cells

6.1 Pandas Profiling

As part of Data pre-processing, Pandas profiling was initially run to understand each
attributes in depth Figure 11 and Figure 12

Figure 11: Pandas Profiling - Code

As highlighted in Figure 12, the variable, interactions, correlations, missing values,
sample and duplicate rows all were explained in detail in the report. The duplicate records
were deleted, and the missing values were replaced with a value that was not present in
the database. For e.g., missing Customer id were replaced with ’0’ as no such value was
present in the Customer id, and replacing with 0 helped understand the data better.

6.2 Exploratory Data Analysis

In this section, bar graphs, line plot, dashboards, pie plots, etc were plotted to understand
and get useful insights from the dataset Figure 13 , Figure 14 and Figure 15.
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Figure 12: Pandas Profiling - Report

(a) Revenue Generated per year (b) Number of Products purchased per invoice

Figure 13: Revenue Generated per year and Number of Products per Invoice details

(a) Invoice trends for year 2010 and 2011 (b) Customer Count per month

Figure 14: Invoice Trends each year and Client Count per month
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Figure 15: Top Selling Products and Least Selling Products

Based on the insights received, it was identified that only successful transaction will
be used for implementation and a new dataframe for successful transaction was created
Figure 16.

Figure 16: Successful Transaction
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7 Project Implementation

This section is divided into 3 parts: 1. Customer Segmentation 2. Multiclass Classifica-
tion Modelling 3. Market Basket Analysis

7.1 Customer Segmentation using RFM and K-Means Cluster-
ing Technique

To perform segmentation, the Recency, Frequency and Monetary value of each consumer
is calculated as shown in Figure 17 The RFM features extracted was then divided into

Figure 17: RFM Feature Creation

4 quintiles of 25% each, and assign a score of 1 to 4 to each Recency, Frequency and
Monetary respectively. 1 is the highest value, and 4 is the lowest value. A final RFM
score (Overall Value) is calculated simply by combining individual RFM score numbers
as displayed in Figure 18

Figure 18: code to split data into quantiles

The RFM scale was then added up to get an RFM score Figure 19.
K-Means Clustering is then applied on the extracted feature to decide optimal number

of segments appropriate for this dataset. However, k-means is effective when the data
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Figure 19: DataFrame with RFM Score

is distributed normally. Initially, the data was skewed and log function was applied to
normalise the data Figure 20.

(a) Distribution of variables before data normal-
ization

(b) Distribution of variables after data normal-
ization

Figure 20: Distribution of variables pre and post data normalization

Elbow method and three-dimensional graph plot and snake plot were used to identify
optimal clusters. To run flattened graph ’TSNE’ package should be imported as shown
in Figure 23 The flattened graph was bit confusing to decide the clusters Figure 22

Figure 21: Importing Package TSNE and code for flattened graph
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(a) Flattened graph for varied clusters (b) Flattened graph for varied clusters

Figure 22: Cluster Selection based on flattened graph and Snake plot

Post analysis of snake plot, 4 clusters was considered as an optimal number of segments
to split the data Figure 23

Figure 23: Customer Segments

7.2 Multiclass - Classification Modelling

Before application Of models on data, the segments created are merged with each cus-
tomer the imbalance is data clusters is verified, and then the data is split into train-test
stratified split. Four models were applied - KNN Classifier, Random Forest Classifier,
LGBM Classifier and Decision Tree Classifier

1. KNN Classifier:

• Train Data Evaluation: Evaluation was based on training time, accuracy and
confusion matrix Figure 24.
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(a) Accuracy and Training time of KNN on train
data

(b) Confusion Matrix and K-fold score of KNN
on train data

Figure 24: Evaluation Matrix of KNN on Train Data

• Test Data Evaluation: Evaluation was based on training time, accuracy and
confusion matrix Figure 25.

(a) Accuracy and Training time of KNN on test
data

(b) Confusion Matrix and K-fold score of KNN
on test data

Figure 25: Evaluation Matrix of KNN on Test Data

2. Random Forest Classifier:

• Train Data Evaluation: Evaluation was based on training time, accuracy and
confusion matrix Figure 26 and Figure 27.
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(a) Accuracy and Training time of RFC on train
data

(b) Confusion Matrix and K-fold score of RFC
on train data

Figure 26: Evaluation Matrix of RFC on Train Data

• Test Data Evaluation: Evaluation was based on training time, accuracy and
confusion matrix Figure 27.

(a) Accuracy and Training time of RFC on test
data

(b) Confusion Matrix and K-fold score of RFC
on test data

Figure 27: Evaluation Matrix of RFC on Test Data

3. LGBM:

• Train Data Evaluation: Evaluation was based on training time, accuracy and
confusion matrix Figure 28 and Figure 29.
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(a) Accuracy and Training time of LGBM on
train data

(b) Confusion Matrix and K-fold score of LGBM
on train data

Figure 28: Evaluation Matrix of LGBM on Train Data

• Test Data Evaluation: Evaluation was based on training time, accuracy and
confusion matrix Figure 29.

(a) Accuracy and Training time of LGBM on
test data

(b) Confusion Matrix and K-fold score of LGBM
on test data

Figure 29: Evaluation Matrix of LGBM on Test Data

4. Decision Tree Classifier:

• Train Data Evaluation: Evaluation was based on training time, accuracy and
confusion matrix Figure 30 and Figure 31.
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(a) Accuracy and Training time of DTC on train
data

(b) Confusion Matrix and K-fold score of DTC
on train data

Figure 30: Evaluation Matrix of RFC on Train Data

• Test Data Evaluation: Evaluation was based on training time, accuracy and
confusion matrix Figure 31.

(a) Accuracy and Training time of DTC on test
data

(b) Confusion Matrix and K-fold score of DTC
on test data

Figure 31: Evaluation Matrix of DTC on Test Data

7.3 Market Basket Analysis

To implement market basket analysis at segment level, the data was grouped based on
the cluster as seen in Figure 32. The recommended products for each cluster are depicted
in Figure 34, Figure 35, Figure 36 and Figure 10
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Figure 32: Recommended product for Best Customers

1. Association Mining Rule on ’Best Customer Cluster’

Figure 33: Recommended product for ’Best Customers’ segment

2. Association Mining Rule on ’Needs Attention’ Customer Cluster

16



Figure 34: Recommended product for ’Needs Attention’ customer segment

3. Association Mining Rule on ’At Risks’ Customer Cluster

Figure 35: Recommended product for ’At Risk’ Customer Segment
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4. Applying Association Mining Rule on At Loyal Customer Cluster

Figure 36: Recommended product for ’Loyal’ Customer segment
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