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An Eclectic Approach for Predicting Customer
Segmentation to Facilitate Market Basket Analysis

Ashwini Mohan
x19220618

Abstract

Data mining technologies are being applied to large amounts of consumer data to
gain useful insights about customers, implement customer segmentation for market-
ing purposes, understand individual purchasing behaviour, create recommendation
systems, and so on, all of which, when implemented, can help the organization
maximize its profitability. The primary objective of this research was to combine
machine learning with data mining techniques, to forecast customer seg-
ments based on the transaction data. The secondary objective of this study
is an extension of the earlier research and a novel approach conducted in
the same domain and seeks to evaluate the hypothesis that the application
of association mining rule on segmented customer data is more effect-
ive compared to its application on the entire dataset. An Online retail dataset II
having 1,067,371 transactional records was used in this research, which was divided
into 4 clusters based on the RFM analysis and K-Means clustering technique. The
initial objective of this research was tested against four classification models, KNN,
Decision Tree, Light Gradient Boosted Machine (LGBM) to perform multiclass clas-
sification. On the basis of training time and K-Fold Validation accuracy, Random
Forest was deemed as the best model with a K-Fold test accuracy of 85.15%
and training time of 0.1935 seconds. The results obtained for the second objective
of this research led to rejecting the hypothesis, since no recommendations were
generated for two of the classes. The approach undertaken in this research is ef-
fective in categorizing customer to their respective groups, producing a satisfactory
outcome and provided information about the best practices to embed in the topic
to get better results.

Keywords: Association Mining Rule, Decision Tree, K-Means Clustering, KNN
Classifier, LGBM, Random Forest, REFM Analysis

1 Introduction

Big data processing helps enterprises analyse huge amounts of data in order to acquire
business insights, comprehend trends, important patterns about their customers’ purchas-
ing habits, rival product evaluations, and so on, resulting in decreased risk. As a result,
classification and association mining have become two key data mining approaches that
are extensively applied across all sectors. Separate research in the retail business has
been conducted that utilizes data mining approaches to categorize clients in order to an-
ticipate potential transactions, as well as the utilization of association mining algorithms
to discover market trends(Azuaje; [2000]).



Additional challenges that a consumer may have during their online buying experi-
ence include getting promotions or offers that are irrelevant to them. This is a downside
for both the merchant and the customers, as, from an organizational viewpoint, the of-
fers are not reaching the proper customers and sales are not growing as anticipated, and
consumers may be upset as a result of not obtaining any relevant offers or discounts.
The fundamental source of this issue can be that the consumer segmentation technique
applied is imprecise, or that the algorithm used to segment consumers does not have high
accuracy, leading marketers failed to fulfill customers’ expectations. Furthermore, from
the viewpoint of a retailer, identifying the interdependence of many items can be advant-
ageous as they could then promote relevant items to consumers, resulting in improved
sales or by delivering a combined promotional offer to improve a product’s sales. This
can be accomplished through market basket analysis or association mining rules, in which
interesting product interrelationships are examined through customer purchase history.
Association algorithms, such as the Apriori Algorithm, and the FP-Tree Algorithm (Fre-
quent Pattern—Tree Algorithm), may be used to detect the link between item-sets. (Kaur
and Kang; 2016). In the literature review part, the algorithms are studied in detail, as is
why the Apriori Algorithm is relevant for this study.

Several studies(Tsai and Chiuj; [2004)) (Chan; 2008) (Camilleri; 2017) have been con-
ducted to demonstrate the benefits of maintaining customer relationship management and
how marketing techniques tailored to each consumer segment improve customer exper-
ience and ensure customer loyalty. There have also been some research (Aguinis et al.j
2013) (Kulkarni; [2012)) that used association mining techniques to determine the inter-
relationship of products or item sets across domains. Overall, implementing both the
segmentation and association mining rules has seen a positive result. The state-of-the-
art is that the RFM and K-Means Clustering algorithms have been proven to segment the
customer more accurately compared to other data-mining technologies such as Fuzzy C-
Means, Repetitive Median K-Means. However, the application of association mining rule
on customer segment to recommend consumer relevant product is yet to be conducted
(Christy et al.; 2018]). In this context, the main goal is to early categorize customers into
segments based only on the consumers’ purchasing behaviour by applying RFM analysis
and the K-Means Clustering method and developing a multiclass classification model to
then forecast the consumers. It may be claimed on higher prediction efficiency and on the
grounds that RFM and K-Means clustering accomplishes the segment, thus requirement
of multiclass classification is not necessary. But application of K-Means is still compu-
tationally expensive and has its drawbacks. Also, the applicability of association mining
rule or market basket analysis on segmented clients is yet to be explored. Specifically,
this research addresses the following questions:

1. How feasible is machine learning methodology when integrated with the RFM and
K-Means Clustering to facilitate in predicting multiple customer segments?
2. How effective is the association mining rule when applied to customer segments for
targeted product recommendations?

The primary objective of this study is to establish a high performing multiclass
classification model, and the secondary objective is to test the hypothesis that associ-
ation mining rule application on segmented customer data is more effective compared to
its application on the complete dataset.



This research will aim to integrate both strategies into a retail transaction dataset
by first segmenting the data using the RFM methodology and then attempting to de-
velop an ideal multi-class classification model that will guarantee that the customers
are appropriately categorized into their respective classes. Lastly, market basket ana-
lysis will be conducted on the segmented consumers to undertake a more targeted study
that might yield better results.One of the limitations of this research is that the pro-
posed approach is tested on transactional data, and hence the approaches applied here
may not be relevant to datasets comprising clients demographical or physiological details.

This paper is arranged as follows : Section [2] offers a full review of the literature, with
an emphasis on the research undertaken on the stated subject of discussion in Section
[1 Section [3] discusses the procedure followed and data mining technologies that will
be utilized to address the research question. Section 4] elaborates on the architectural
framework that underlies the implementation. Section [5|discusses the models constructed,
tuning required for each model and data transformation undertaken. Section [6] addresses
the outcomes and limitation of this research approach. Section [7] concludes the findings
and describes future scope.

2 Related Work

As business data systems make massive volumes of data accessible, data mining techno-
logies emerge as logical solutions to the aforementioned challenges. Several reviews have
been used to evaluate performance in the retail and customer relationship management
sectors (Ngai et al.; 2009; Saxena et al.; [2017; Raju et al.; 2007). These reviews feature
multiple examples of the usage of different data mining approaches to help with a broad
variety of retail-related issues. As a result, solutions such as knowledge discovery (KD)
and data mining (DM) have been offered (Hiziroglu; 2013)). This section delves into the
cutting-edge of data mining and machine learning techniques for segmenting customers,
predictive segmentation, and association techniques for trend analysis.

This research review is divided into three sections: customer segmentation approach,
multi-class categorization model for predictive segmentation, and market basket analysis.
The purpose of this literature review will be to identify clustering algorithms to be applied
in this research. Furthermore, different multiclass classification models will be found for
use in this research in order to undertake a comparative analysis and choose a model that
is optimal from all perspectives and suited for future prediction. A thorough investigation
is also performed to decide which approach would be most suited for market basket
analysis.

2.1 Customer Segmentation Approach

This section emphasizes the increasing importance of knowing customer behaviour, and
how it could benefit the business, which is the motive behind this proposed study.

The first studies on association and classification demonstrated the use of data min-
ing technique in CRM personalized marketing and loyalty techniques, signalling a rise in
consumer segmenting research. (Ngai et al.; 2009; Saxena et al.; 2017) began investig-
ating how various categorizing models are used for multiple classification strategies such
as hierarchical, partitioning, model-based classification, and so on. The user purchase
transaction is classified as unsupervised learning since it groups objects together based



on an unknown pattern.Despite the availability of more statistically advanced approaches,
according to (Verhoef; 2003)), RFM remains the second best prevalent method employed
by advertisers. The RFM method evolved from catalogue marketers’ informal recognition
that three criteria, Recency, Frequency, and Monetary, are commonly the best prospects
for new product offerings.

McCarty and Hastak| (2007)) compared RFM, CHAID, and logistic regression on two
datasets (multi-division mail order and member contribution to their non-profit organ-
ization) by analyzing the results at multiple depths of files. They applied RFM model
by quantifying customer actions using their behaviour quantile approach. A quantile is
a collection of records that reflects 20% of the data. It has the benefit of having an
equal number of consumers in each group. This idea is followed by a customer quantile
in segmenting consumers evenly by differentiating them with defined RFM metrics and
scores (Hosseini et al. [2010). However, if a significant proportion of consumers only
bought once in the frequency measurement, segmentation using the quantile technique
may be skewed. As a consequence, two or three quantiles of consumers may exhibit
similar behaviour. To solve the sensitivity issue of the customer quantile technique, the
behaviour quantile method organize customers by creating arbitrary cut-offs on behavi-
oural percentage (Dursun and Caber; 2016). It provides the benefit of grouping clients
who exhibit similar behaviour. The experiment was evaluated based on the reliability of
the segmentation approach, where all three models provided accurate prediction and gain
percentage of the segmentation method, in which RFM and CHAID models performed
significantly better than logistics regression; however, the RFM model had an advantage
because its performance was 10% higher than CHAID when the response rates were high.
This article does bring up the point that RFM concentrates on transactional information
while ignoring individual characteristics such as demography and psychology, which are
equally crucial for determining individual preferences.

Hu and Yeh (2014)) later studied transactional data through the RFM pattern and a
novel method for discovering whole sets of respective patterns to reproduce client sets by
combining RFM analysis with frequent pattern mining. Rather than evaluating pattern
values from the customer’s perspective, their study compared rankings by using frequent
patterns RFM metric. (Cheng and Chen| (2009) used DM methodologies to create a new
customer segmentation strategy based on RFM, demographic, and LTV data (Namvar
et al.; 2011). Mishra et al.| (2017)) carried out a study to compare the segmentation ap-
proaches, including K-Means, FCM, subtractive, and mountain. The algorithms showed
efficiency in varying conditions, and K-Means outperformed other algorithm in terms of
accuracy, but showcased poor result when implemented in high-dimensional data space.
Another limitation of this approach is that it does not handle outliers efficiently and is
susceptible to unrelated data. To address the inadequacies of previous research, An RFM
attribute combined with K-Means clustering was used in a later study in the electronics
industry to impartially segment customers (Cheng and Chenj; 2009). The investigations
demonstrated that the RFM and feature-based K-Means segmentation approach outper-
forms all the other models. Also, |Christy et al.| (2021]) did a comparison study between
RFM analysis with K-Means, Fuzzy C Means, and Repetitive Median K-Mean, con-
cluding that RFM with K-Means was ideal to implement for transactional segmentation
because it consumed less time and required fewer repetitions than the other techniques,
making it an appropriate choice for this research.

According to the reviewed literatures, consumer segmentation based on RFM ana-
lysis combined with K-Means clustering technique outperforms other techniques and was



shown to be the best fit for dealing with transactional data. The RFM approach has
evolved over time by broadening its scope to include client demographics and psycholo-
gical elements. Since the dataset used in this research is behavioural in nature and lacks
customer information or attributes, RFM analysis with K-means clustering will be used
to perform customer segmentation in this study.

2.2  Multi-class Classification Model For Predictive Segmenta-
tion

This section focuses on the data mining research undertaken to accomplish predictive
clustering using multi-class classification models.

According to |Aly| (2005), the goal of a multi-class classification algorithm is to distin-
guish each sample using a unique label, which will then be trained using other attributes
linked to each label to create a learning pattern that will aid in understanding the new
data and classifying them in their respective samples. The goal of supervised multiclass
classification algorithms is to give a class label to each input sample (ibid, p.1). The au-
thor also conducted a survey on multiclass classification models by conducting research
on binary classification, identifying the algorithms primarily used for binary classification,
and then explaining how certain binary class classifiers such as Decision Tree, K-Nearest
Neighbour, Support Vector Machines, and others can be extended to perform multi-class
classification. Using binary decision trees, a tree model with a ”True-False” structure
may be developed to split data into multiple groups depending on their respective features
(Olson and Chae} 2012).Simulated neural networks (SNN) are particularly well-suited for
non-linear relationships in general, but their efficiency decreased as they cannot adapt
to new data. Logistic regression models, on the contrary, are easy to adjust to any new
information, however, class cut-off might be difficult (Olson and Delen; 2008)). Bagging,
boosting, and randomizing were employed on a decision tree model in one of the experi-
ments to examine the performance of the varied techniques on a model, and were assessed
based on noise variance ((Dietterichi 2000)). In scenarios with virtually any classifier er-
ror, the research show that random sampling is comparable to (and possibly somewhat
higher than) bagging but not as precise as boosting.

Application of KNN and Decision tree has been proved to provide higher accuracy
in retail industry. Also, the study(Dietterich; [2000) states that boosting algorithm per-
forms better compared to normal algorithms. To note, random forest and LGBM(Light
Gradient Boosted Machine) has proved to be accurate but not applied much in retail
domain. Hence, to conclude Decision tree, Random Forest, LGBM and KNN classifiers
will be used to predict the consumer segment;,

2.3 Market Basket Analysis

Christy et al.| (2021) conducted a comparative study to identify an apt model for consumer
segmentation and pointed out the need to conduct an experiment to apply association
mining rules to the segmented customers, which is the motivation behind the second ob-
jective of this research. There are a number of algorithms such as SVM that help identify
the association between independent variables, and have proven to be the appropriate
model to build a recommendation system on high-dimentional data. The study illustrates
how the parameterization was trained using precipitation data. There have been studies
to develop an algorithm to recognize repeating item sets from a transaction dataset, and



establishing association rules is one of the most commonly used data mining methodolo-
gies. Because of the intricacy, identifying common item-sets is difficult. Apriori first uses
anti-monotonicity to search the database for frequent itemsets of size 1, adding up the
counts for each item and collecting those that meet the minimal support condition that
applies to any transaction data (Wu et al.; [2008)).

Based on the examined literature, SVM, in contrast to Apriori, is a common data
mining technique that produces better results in demographical and psychological data.
Since this proposal is intended to be tested on transactional data, the Apriori algorithm
is the best fit to recognize products that a customer will potentially be interested in.

3 Methodology

This research aims to implement a consumer segmentation and association mining tech-
nique on an online retail dataset, and a three-phased approach is used to attain this, as
shown in Figure [[} The data mining approach follows CRISP-DM procedure. Firstly, the

Phase 1 - Segmentation Phase 2 -MultiClass Classification Phase 3 -Market Basket Analysis
Data Segmenting Using RMF Results of all the models are
1. Data Pre-Processed N e assessed and based on
2. Exploratory Data analysis d”:i:(hl:fi:::: Clustering | Train(70%) & Test Split 30%) | aceuracy 1o finalise the optimal
Analysis Completed ) i model
Data Divided in to 4 Clusters ing Multiclass
1. Best Customers Clasi Madel to perform Market Basket Analysis
2. Loyal Customers pre enting on train performed on Segmented
3. Needs Atttention data and assessed on test data Classes using
4, At Risk l Apriori Algorithm
i ¥ ¥ ¥ ¥
BE e —
Data divided in to 4 Clusters and lree Forest 1. Support
Segment Details are Merged with | —4/ l J 2.Confidence
original dataset
Madel Evaluation:
1. Accuracy

2. Precision
3. Recall

Figure 1: Three Phased Approach

consumers are grouped into sets based on their shopping patterns. Recency, frequency,
and monetary elements were considered to get a comprehensive knowledge of consumer
behaviour. The RFM analysed dataset was then subjected to the K-Means clustering
approach to determine the ideal number of segments necessary to classify the data such
that each segment did not overlap with each other, resulting in four sections. Based
on the approaches utilized, the four segments deemed appropriate for the dataset used
in this study are 'Best Customers’,’Loyal Customers’, 'Needs Attention” and "At Risk’.
This segmentation will help marketing team to tailor their marketing plan efficiently for
respective consumer groups.

It is important to emphasize that the main objective of this study is not to define
consumer segments, but rather to be able to anticipate consumer classes and verify that
each consumer class is appropriately predicted. The customer segments derived by RFM
analysis and K-Means clustering will be the dependent variable for the multi-
class classification model built in phase 2, meaning that we will predict the extracted
consumer segment using the transactional information available in the dataset. Then,



Column Name Data Type Column Description

InvoiceNo Nominal Each transaction is allocated a 6-digit integral number.
If this code begins with the letter ’c,” it represents a
cancellation.

StockCode Nominal Each different product is allocated a 5-digit integral
number.

Description Nominal Name of the product

Quantity Numeric The number of units of each product (item)
sold in a single transaction.

Invoice Date Date and Time | The day and time when a transaction was generated.

Price Numeric The unit price of the product is in sterling (£).

CustomerID Nominal Integral number that is unique to each client.

Country Nominal The name of the country where a customer resides.

Table 1: Dataset Description

Market Basket Analysis (MBA) or Association Mining Rule will be applied to the seg-
mented classes rather than the training corpus, which will help understand the prominent
products in each category.

Secondly, a predictive model is developed that utilizes the transaction information
accessible in the dataset as the independent variable, with the dependent categorical
variable holding the segment classifier for each group, as previously mentioned. As a
result, this model demonstrates a multi-class classification problem. Following the review
of the literatures, four predictive modelling algorithms will be used to develop the
model, and each model will be assessed on comparable grounds in order to understand
and decide the final optimal model.

In the last phase, the Association mining rule will be applied separately to
each classed segment to comprehend the products relevant to each group. Because
the recency, frequency, and monetary value of each customer class varies, there may
be a relevance in the product that each group prefers, which may be detected using
association mining methods and this approach is utilized to develop a relevant product
recommendation system for each consumer class.

3.1 Data Description

This study makes use of transactional data from a non-store online gift business situ-
ated in the United Kingdom (Online Retail II UCIf]] The firm provides a variety of
unique giftware, and the dataset contains all transactional information from 1/12/2009
to 09/12/2011. Another piece of information is that the majority of clients are also whole-
sale sellers. The dataset has a total 8 variables divided across 5 categorical and
3 numerical values and the total observations recorded is 1,067,371.The column
descriptors, their respective data type, and column names are all outlined in table 1]

'https://wuw.kaggle.com/mashlyn/online-retail-ii-uci
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3.2 Data Cleaning

The initial analysis of the dataset using descriptive stats, info functions, and pandas
profiling in Python assists in discovering the missing values, duplicate records, cardinality,
skewness in the data, etc. A few notable inconsistencies discovered were as follows:

1. In the price column, there are 6202 records with zero values, which seems odd, and
5 rows with large negative values.

2. The orders originated from 43 distinct nations, but 91.9% of the orders came from
the United Kingdom.

3. The Quantity field includes a negative minimum value, which looks to be erroneous
since an order cannot be placed for a negative count. The field requires additional
exploration.

4. The Customer ID and Description columns contain missing values. The Customer
Id column has the highest missing value of 22.8% (i.e., 243007) and the data
type is float.

5. There are 34335 duplicate rows (i.e. 3.2%)

6. The distribution of quantity and price columns is skewed, indicating the presence
of outliers in the columns.

The assumption made for this dataset were; unique customer ids were allocated to
each customer; the Invoice number generated for each transaction was unique and the
stock code for each product was unique. The duplicate entries were eliminated and since
the missing records were in Customer Id and Description columns, the missing values
were not discarded, instead they were replaced with 0 and ”NoValue” respectively for
analysis purposes. The entries with negative values in the 'Price’ column were removed
since it was not connected to any Customer id and were labelled as 'Bad Debts’. There
were 22496 entries where the quantity was negative and the descriptions of 19863 records
are missing for the given segment. In the given dataset 22.8% of the transaction doesn’t
have customer id, 1.8% of the records are cancelled transaction and 75.5% of the trans-
actions were successfully processed (refer Figure .

= Processed orders
mmm Cancelled Orders

Order Status Summary

Orders without Customer ID

Processed orders

2.8%
%
Orders without Customer ID

Cancelled Orders

Figure 2: Order Status Summary Split

To assess such records and to interpret the data better, the dataset is partitioned into



three unique data frames; one for cancelled transaction, another data frame where cus-
tomer ID is 0, and the last data frame for the orders that were successfully processed.
Also, by examining the country column it was identified that 91.9% of the order’s revenue
were being produced from the United Kingdom, the remaining 8.1% (refer Figure Would
not bring much value to the analysis and thus may be discarded.

Countrywise Distribution of Orders
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Figure 3: Countrywise split of Orders

Feature engineering(Zheng and Casari;|2018) was split across Data preparation and
Implementation phase. In Data preparation phase, only feature creation is undertaken.
Feature Extraction and Feature Transformation application is detailed in depth
in the Implementation part (refer section
This dataset includes the price and quantity of products purchased columns, using which
the total billing amount (i.e. price * quantity) could be calculated, which would aid in
comprehending the total revenue generated. The InvoiceDate might be further separated
into year and month columns that would assist in analysing the purchase pattern or
revenue trend on an annual and monthly basis.

Post data cleaning and feature creation, the dataset has 9 columns and 10,33036
records.

3.3 Exploratory Data Analysis

Exploratory Data Analysis (Tukey et al.; [1977)) was undertaken in order to identify pat-
terns with the use of descriptive statistics and visualizations such as pie chart, bar plot,
line graphs.

By analysing the successfully processed transactions, the important insights acquired
were that, for the year 2009, solely Decembers’ records were included in the dataset (refer
Figure and maximum sales were recorded in the month of November 2011 followed by
November 2010. To evaluate the pattern, it has been found that the highest sales are
recorded in the months of November, October, and September, and the least sales are
recorded in the month of February. Further Analysis was undertaken based on orders
received on an annual basis between the year 2010 and 2011. From the bar plot (refer
Figure [4)) it is also evident that the number of orders has reduced from 2010 to 2011,
since the online shopping trend was blooming the reduction in sales could possibly indicate



that the either there was a newly established competition in the market or the business
did lose their revenue generating customers. Cancelled transactions were also studied,
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Figure 4: Online Retail Monthly Sales from 2010 to 2011

and it was revealed that two consumers had a maximum cancellation rate of 75%. The
description for most of the cancelled transactions was indicated as ”Manual”, implying
that most of the transactions cancelled were entered manually, and no product details
were presented, which leads to inadequate data. The second most frequently cancelled
item is the 'Regency Cakestand 3 tier’. As the reason is not given, there might be
numerous causes, such as product damage, or delivery timeframes being high. There
are no adequate details to come up with a remedial approach to reduce the product
cancellation.

3.4 Customer Segmentation Techniques

This research uses RFM analysis with a k-Means clustering approach to identify the
optimum number of consumer segments. This study blends RFM analysis with a k-
Means clustering technique to discover the optimal number of customer segments.

RFM analysis: RFM analysis is a powerful data mining approach that is widely
used to assess customers based on their previous purchasing history. This technique
categorizes consumers based on three criteria: recency (R), frequency (F), and monetary
value (M) (Christy et al.; [2021)). Recency is used to identify when a customer last made
a transaction. A lower number of recency indicates that the customer accesses the site
on a regular basis. Frequencyis defined as the total number of purchases made by a
customer at a given time. The higher the value of frequency, the more loyal the firm’s
clientele are. Monetary is defined as the amount of money spent by a customer over a
certain time period.

Each customer is assigned three unique rankings based on recency, frequency, and
monetary factors. On data, the Quintile technique is used, and scoring is done on a scale
of 1 to 4. The top quintile receives a score of 1, while the other quintiles get scores of
2, 3, and 4. The consumer categories may be evaluated using the RFM Scale(refer table
.It is reasonable to assume that the scores have separate features. The RFM Score is
calculated by summing the scores for recency, frequency, and monetary value.
K-Means Clustering: K-Means is a typical approach that takes as inputs the variables
and the number of clusters and divides the data into the given number of classes with
a high intra-class similarity(Likas et al.f 2003). K-Means is an iterative method that

10



Scale Characteristics

1 Potential

2 Promising

3 Can’t Lose Them
4 At Risk

Table 2: RFM Scale Description

computes the value of cluster centres before each iteration. To eliminate skewness in
the data, recency, frequency, and monetary amounts are normalized using a conventional
scaler approach. The scaled data is then subjected to the clustering process.

In addition, the Elbow Method? and the snake plot visualization were used to determ-
ine the optimal number of clusters.

3.5 Multiclass Classification Technique

Consumers are predicted to be in their appropriate clusters using four multiclass classi-
fication techniques: K-Nearest Neighbour (KNN), Decision Tree (DT), Random Forest
(RF), and Light Gradient Boosting Model (LGBM). Despite their capacity to produce
outstanding outcomes and requiring less time for implementation, Random Forest and
LGBM are underutilized in the retail industry.The use of ensemble approaches is motiv-
ated by the fact that a group of models with comparable training results may have varied
generalization abilities. Additionally, combining the results of various models minimizes
the risk of picking a model that performs inadequately. Each of the strategies evaluated
in this research is briefly described in the following sections.

1. K-Nearest Neighbour (KNN): In its most basic version, the KNN technique
implies that all instances correspond to points in the n-dimensional space [} The
standard Euclidean distance is often used to find an instance’s nearest neighbours.
In this scenario, the model was run using the default settings, and no parameters
were optimized and the resulting output was used to evaluate the test data based
also on default parameters.

2. Decision Trees Classifier (DTC): Decision trees are categorization techniques
based on the divide-and-conquer principle (Quinlan; 1986). This implies that the
original data set is gradually split into smaller subgroups based on the values of
an explanatory variable selected according to an attribute selection criteria.In this
scenario, the ”criterion” and "max_depth” were optimized as ”gini” and "2” re-
spectively to train the model and the resulting output was used to evaluate the test
data based on the trained parameters.

3. Random Forest Classifier (RFC): Random forests (Breimanj 2001) fall under
the umbrella of ensemble approaches, since they mix numerous decision trees to
exceed the performance of each individual decision tree. Typically, this approach
allows for the resolution of issues caused by overfitting and distortion in data that
would be difficult to resolve with a single tree. The random forest method generates
each decision tree based on separate training sets that are drawn individually with

Zhttps://vitalflux.com/k-means-elbow-point-method-sse-inertia-plot-python/
3https://www.cs.cornell.edu/courses/cs4780/2018fa/lectures/lecturenote02_kNN.html
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N

replacement from the training set. In this scenario, the ”criterion”,” n-estimators”
and "depths” were optimized as "gini”, 7100” and ”10” respectively to train the
model and the resulting output was used to evaluate the test data based on the
trained parameters.

Light Gradient Boosted Machine(LGBM) : LightGBM, also known as the
parallel voting DT technique, uses a histogram-based strategy to expedite training,
minimize memory use, and combine advanced network connections to maximize
parallel learning. Furthermore, Light GBM develops trees leaf-by-leaf, seeking for
the leaf with the highest rise in variance to split (Ke et al.; [2017)). In this scen-
ario, the "n-estimators” and ”learning rate” were optimized as ”71100” and ”0.2”
respectively to train the model and the resulting output was used to evaluate the
test data based on the trained parameters.

Apriori Algorithm Apriori uses a "bottom-up” technique, in which regular sub-
sets are expanded one item at a time, and sets of choices are assessed against the
data. When no further successful expansions are detected, the operation comes
to an end. The Apriori technique efficiently counts candidate items by combining
breadth-first search with a hash tree structure. It generates candidate item sets
of length k from item sets of length k-1 and discards those with an unusual sub
pattern. It is often used to create a recommendation system and has proven to be
beneficial for transactional datasets(Agrawal et al. |1994)). The support threshold
used in this context was 0.03, giving a list of recommended items having support
equal to or greater than the threshold.

Evaluation Metrics

. Multi-Class Classification Evaluation:

Accuracy, Confusion Matrix, Precision, Recall will be used to assess the multi-class
classification model.

e Confusion Matrix: It is an efficiency statistic for machine learning classi-
fication tasks that include two or more output classes. In terms of this study
approach, an example of assessment for each category is provided below:

True Positives: Actual loyal customers, Predicted loyal customers

False Positives: Not a loyal customer, Predicted to be a loyal customer.
False Negatives: A loyal customer, Predicted to be not a loyal customer.
True Negative: Not a loyal customer, Predicted as not a loyal customer

e Accuracy: Accuracy is one measure for assessing classification models. It is
defined as the ratio of total correctly predicted value to the total values.

e Precision Precision refers to how precise/accurate your model is in terms of
how many of those predicted positives actually occur. When the costs of False
Positives are high, accuracy is an appropriate statistic to utilize. For example,
if the loyal or top customers are not accurately categorized, the consumers
may miss out on the best deals or discounts, resulting in a loss. Precision
could assist in evaluating the model from the aforementioned standpoint.
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e Recall Recall measures the number of actual positives captured by the model
by classifying them as positive (True Positive). In this study, if a client falls
into the ”at-risk” category but is misclassified as a ”loyal customer,” the com-
pany will be unable to take the necessary action on time, costing them cus-
tomers, which directly ties to revenue. Hence, recall will be used as a yardstick
to measure the performance of the multiclass classification model.

Also, the multiclass classification models are assessed using a K-Fold validation
to estimate the competence of the model on new data.

2. Association Mining Evaluation Matrix: To analyse and evaluate the formation
of an association model, a minimum degree of support and confidence is required (in
this case, support should be greater than 0.03). Significant indicators for judging
the quality of the models created for association mining rules are support and
confidence.

e Support: A rule’s support specifies how often the things within that rule
occur together.
support(A implies B) = P(A, B) (1)

e Confidence: The confidence of a rule indicates the possibility of both the
antecedent and the subsequent occurring in the same transaction. Confidence
is defined as the conditional probability of the consequent given the antecedent.

Con fidence(AimpliesB) = P(B/A), which is equal to P(A, B)/P(A) (2)

4 Design Specification

The architectural model implemented in this research is a two layer method, as illustrated
in figure[§] The model includes a brief outline of the approaches used, as well as the tools
and technologies employed.

The dataset used in this research is an Online Retail II public dataset accessible on
Kaggle, the information was acquired in a csv file. A detailed description of the architec-
ture is presented below.

1. Tier 1 : Database Layer In the database layer, data is extracted, data prepro-
cessing is completed, which comprises data cleaning operations such as resolving
missing values, feature creation, de-duplication, and also exploratory data analysis.

2. Tier 2 : Business Logic Layer The business logic layer illustrates the flow of data
coming in from the database layer. It proceeds on to the RFM analysis and K-Means
Clustering stage, where the feature is extracted based on the recency, frequency, and
monetary value of the customer. Later, the retrieved characteristics are normalized
and standardized. After segmenting the consumers into their respective clusters,
a multiclass classification model is used on the dataset to forecast the customer
segmentation. Each model is assessed based on the evaluation metrics. In the last
stage, the association mining rule is applied to the various clusters to determine the
product or item list relevant to each customer group.
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Figure 5: System Design Architecture

5 Implementation

This section discusses in detail the prerequisite data engineering performed to create
customer segments, the hyperparameter tuning and class imbalance handling of data
before implementing multi-class classification models, and implementation of Association
Mining rule on segmented customers.

Tools and Technologies: Jupyter Notebook platform was used to for executing the
code. The code was developed in python language using numerous python packages such
as NumPy, Pandas, seaborn, Matplotlib, pandas profiling; etc were used to implement
the code.

5.1 Feature Engineering

In this study, feature creation, feature transformation, and feature extraction were all ap-
plied as part of Feature Engineering. Features were created during the Data Preparation
procedure (refer section 3.2)). Feature extraction and feature transformation were
conducted as part of the consumer segmentation approach, as detailed below.

14



Distribution of Recency, Frequency and Monetary Value Distribution of Recency, Frequency and Monetary Value post log tranformation
o

0.008
0.006

0004 = 2oz — | A \
By =1 . - \

Density

0002 / a1
0000 - —— oo

0.004 i 030

Density
o
> 8 ¢
Densily

0.00 —
2000 4000 6000 8000 10000 12000 0 2 4 6 8
Frequency Frequency_log
030
000012 P |

J 025 B

0000

000010
020
> 0 00008
i

0

|& ©ooo0e

015

Density

0.00004 | 10
0.00002 A 0os
0.00000 = . o E—
0 100000 200000 300000 400000 500000 600000 o 2 4 6 8 10 12 "
MonataryValue MonetaryValue_log

(a) Distribution of R,F and M before transform-(b) Distribution of R,F and M after transform-
ation ation

Figure 6: Recency, Frequency and Monetary Value Distribution Pre- and Post-Data
Transformation

This research makes use of transactional data, which contains information such as
the transaction id, the number of orders placed, and the cost per unit. Using this data
to comprehend each consumer’s behaviour, one may readily determine the customer’s
recency, frequency, and total amount spent in the company. Each customer’s Recency,
Frequency, and Monetary Value characteristics were extracted using RFM ana-
lysis. Following feature extraction, the data was divided into four quartiles with values
ranging from 1 to 4 based on the RFM Score characteristics (refer section . Four
scores were assigned to the recency, frequency, and monetary value, respectively. For
example, consumers who spend very little will be assigned a value of 4. The data was
then clustered using the K-Means approach, which resulted in feature transformation.

Feature Transformation: Only when the data is regularly distributed and nor-
malized will the K-Means approach be effective. Because the retrieved data for recency,
frequency, and monetary value were not normally distributed, a log function was applied
to the relevant feature to normalize the data Figure[6] After that, the data was scaled to
standardize the data value. The elbow method (which employs the Sum square error
(SSE) method or inertia) was used to determine the total number of segments over which
the data should be divided. The idea is to find k (clusters) that still has a low SSE,
and the elbow generally marks the point at which increasing k begins to have decreasing
returns. We observe a reasonably smooth curve here, and it’s unclear which number of
k to choose, 3 or 4 or (refer Figure E[) The snake plot was used to identify the ideal
number of clusters, and four clusters were chosen to be the best fit since, according to the
snake plot inferences, four clusters all have a reasonable split and are not overlapping
(referFigure |8 ). Based on recency, frequency and monetary mean on each cluster the
consumers were divided into 4 clusters; cluster 0 = Best Customers, 1 = Needs Attention,
2 = At Risk and 3 = Loyal Customers.
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5.2 Data Imbalance

Post data segmentation, imbalance in cluster variable was checked by plotting a bar graph
(refer Figure [9).

Distribution of Customers Across Segments
1663

1391

1400 1273

1554

0 :Best Customers 1 : Needs Attention 2 : At Risk 3 :Loyal Customers

Figure 9: Distribution of Customers Across Segments

The bar plot clearly demonstrates that there is just a slight imbalance in the data
split. Minor imbalances are seldom a concern, and therefore could not be treated as a
conventional classification predictive modelling problem. A large class imbalance may
be challenging to model and may require the use of specialized approaches. Because the
data imbalance is so minor in this scenario, using an imbalance handling technique is not
essential. However, SMOTE (Synthetic Minority Oversampling Technique) El is
used to assess that a minor imbalance in the data is not causing any bias in the model. A
70% - 30% stratified Train-Test split was performed on the dataset to ensure that
all the clusters are evenly distributed across the training and the testing data.

5.3 Classification Models and Hyperparameter Tuning

KNN, Decision Tree (DT), Random Forest (RF), and LGBM multiclass clas-
sification models were utilized to develop a prediction model that ensured clients were
accurately allocated to their respective groups. Hyperparameter tuning was conduc-
ted on DT, RF and LGBM model to boost the performance of the model.

e The KNN technique application in retail industry has been proved effective in var-
ied scenarios such as customer segmentation, customer retention,etc;
and Shabani; 2021).In this scenario, the model was run using the default settings,
and no parameters were optimized.

e The Decision trees are classification methods based on the divide-and-conquer
notion. Each test result in the Decision Tree is indicated by an outgoing branch. In
this research, the ”criterion” and "max_depth” were tuned as ”gini” and 2
correspondingly to produce the best results.

‘https://machinelearningmastery.com/smote-oversampling-for-imbalanced-classification/
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e The Random forests (Breiman; 2001) are ensemble methods to data analysis.
They combine numerous decision trees to exceed the performance of each individual
decision tree by permitting rectification of challenges caused by overfitting and
distortion in data that would be difficult to solve with a single tree. In this case, we
optimized the "depths” and ”estimators” parameter by ”10” and ”100”
respectively to maximize the result.

e The Light GBM(Ke et al.; 2017)), also termed as the parallel voting DT approach,
is a histogram-based strategy to speed training. Light GBM builds trees leaf-by-leaf,
aiming for the leaf with the biggest increase in variance to split. The parameters
”n_estimators” and ”learning rate” were tuned to ”’1100” and ”0.2” re-
spectively to produce optimal output.

5.4 Association Mining Rule

It is important to note that the second part of this study applies market basket analysis
to clustered segments rather than the entire dataset. To achieve this, the dataset was
partitioned into different datasets for each segment following cluster formation. Apriori
algorithm is then applied to each unique datasets to determine the most frequent items
bought by customers in their respective group. The product description attribute, which
was of string data type, was encoded using Label Encoder technique before applying
Apriori Algorithm. The frequent item sets were retrieved based on the two support
parameters being equal to or greater than 0.03 and 0.01 respectively.

6 Results and Discussions

Since this study had two aims, as indicated in (refer section introduction, each objective
were evaluated differently.

6.1 Multiclass Classification Technique Performance

The classification models were evaluated based on the training time, and other metrics
mentioned in the methodology (refer section [3.6). Figure summarizes the results
obtained.

KNN Classifier Random Forest Classifier LGBM Classifier Decision Tree Classifier

Measuring Metrics Test Smote Train Test Smote Train Test Smote Train Test Smote
Training Time 0.2154 sec | 0.05sec | 0.0139sec | 0.3808 0.1935 1.094 sec | 5.7666 sec | 3.555 sec | 6.179 sec |0.008976 sec|0.005 sec|0.009 sec]
Accuracy 82.00% 87.00% 85.00% 86.00% 98.00% 93.00% 83.00% 100.00% | 95.00% 76.00% 76.00% | 75.00%
Precision 0 82.00% 86.00% 83.00% 88.00% 99.00% 94.00% 84.00% 100.00% | 97.00% 87.00% 85.00% | 83.00%
Precision 1 82.00% 85.00% 88.00% 84.00% 97.00% 93.00% 83.00% 100.00% | 96.00% 73.00% 71.00% | 74.00%
Precision 2 81.00% 88.00% 84.00% 85.00% 99.00% 92.00% 84.00% 100.00% 96.00% 84.00% 84.00% | 83.00%
Precision 3 82.00% 87.00% 87.00% 88.00% 99.00% 94.00% 82.00% 100.00% 94.00% 71.00% 75.00% | 68.00%
Recall 0 78.00% 84.00% 86.00% 79.00% 96.00% 89.00% 76.00% 100.00% 92.00% 53.00% 58.00% | 56.00%
Recall 1 85.00% 87.00% 86.00% 89.00% 100.00% 94.00% 86.00% 100.00% 96.00% 91.00% 95.00% | 88.00%
Recall 2 85.00% 87.00% 89.00% 91.00% 99.00% 97.00% 86.00% 100.00% 98.00% 68.00% 63.00% | 65.00%
Recall 3 80.00% 88.00% 82.00% 84.00% 99.00% 91.00% 83.00% 100.00% 95.00% 87.00% 84.00% | 85.00%
K-Fold Validation Accuracy| 80-66% | 8226% | 82.84% | 84.91% | 85.15% 86.12% | 82.50% | 83.56% | 85.59% | 76.00% | 76.08% | 74.49%

Figure 10: Multiclass Classification Model Performance
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Based on an examination of [0}, we can deduce that the training time of all the models,
except for the LGBM classifier, is relatively efficient. The models accuracy, precision, and
recall ratings ranged from 76% to 100%. When compared to other models, the decision
tree classifier achieves the lowest accuracy, obtaining 76 percent on the test data. The top
two models in terms of the least training time were the Random Forest Classifier
(RFC) and the KNN classifier. The figures seem to suggest that, in terms of test
data accuracy, precision, and recall context, LGBM surpasses other classifier models and
RF classifier is the second best (refer Figure for confusion matrix. However, when

Figure 11: Confusion Matrix and k-fold accuracy of Random Forest, KNN classifier,
LGBM Classifier and Decision Tree Classifier

examining performance based on k-fold validation, RFC outperforms other models
with a maximum accuracy of 85.15%. This study corroborates the findings
of Zaklouta et al.| (2011), which reveal that random forests acquire state-of-the-art
performance in several multi-class classification applications.

6.2 Market Basket Analysis Evaluation

To reiterate, the approach as mentioned in [I} the second objective of this research was
to perform Market Basket Analysis on the segmented customers set rather than on the
entire dataset. Apriori algorithm was applied to each set and was evaluated based on
the support and confidence. The frequent item sets generated were evaluated for each
consumer segment.

Segment 0 - Best Customers :As seen in figure 4 frequent itemsets were
identified for Cluster 0, and they are wooden frame antique white, wooden picture
frame white finish, and white hanging heart T-light holder and red hanging heart T-light
holder, with a support of 0.037740 and 0.036327, respectively.

Segment 1 - Needs Attention and Segment 2 - At Risk : No frequent item sets
were detected for the clients belonging to the aforementioned segmented clusters, even
after decreasing the support parameter or reducing it to zero. The key reason behind
no items being related was most of the customers in these categories only bought one
item at a time, hence association mining rule didn’t function on the mentioned consumer
groups.

Segment 3 - Loyal Customer : As seen in figure just 1 frequent itemsets were
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support itemsets length

66 0.037740 (WOODEN FRAME ANTIQUE WHITE , WOODEN PICTURE FRAME WHITE FINISH) 2

77 0.036327 (WHITE HANGING HEART T-LIGHT HOLDER, RED HANGING HEART T-LIGHT HOLDER) 2
antecedents consequents support su“ppor; support confidence lift leverage conviction
o B e e O E,?.,‘,‘gﬁ 0.063623 0.060293 0037740  0.593180 9838350 0.033904 2309885
1 (O B R s (WOODEN FRAME A e 0.060293 0063623 0037740 0625941 9.838350 0033904 2503291
2 CATITE HANGING :E’L‘gég; LB AnlE HEARLTO":::%‘;Z 0.146367 0051261 0036327 0248190 4841665 0028824 1261940
3 (REDHANGING HEART TLIGHT O A oL Dy 0.051261 01463567 0036327 0708661 4841665 0028824 2 930037

Figure 12: Association Mining on Cluster 0: 'Best Customers

identified for Cluster 3, white hanging heart T-light holder and red hanging heart t-light
holder, with a support of 0.034027.

support itemsets length
40 0.034027 (WHITE HANGING HEART T-LIGHT HOLDER, RED HANGING HEART T-LIGHT HOLDER) 2
antecedents q its support su}:pon support confidence lift leverage conviction
(RED HANGING HEART T-LIGHT (WHITE HANGING HEART T- - -
0 HOLDER) LIGHT HOLDER) 0.047736 0.150306 0034027 0712821 4742462 0026852 2958756
(WHITE HANGING HEART T-  (RED HANGING HEART T-LIGHT - 5 - -
1 LIGHT HOLDER) HOLDER) 0.150306 0.047736 0.034027 0.226384 4.742462 0.026852 1.230927

Figure 13: Association Mining on Cluster 3: ’Loyal Customers

The evaluation was conducted separately for Multiclass Classification model and Mar-
ket Basket Analysis. In Multiclass classification problem, the results are analysed based
on the predicting capability of classification models across each class. The models that
showcase a high True Positive and True negative rate against each class is deemed op-
timal for prediction. Based on the evaluation metrics, the LGBM classifier has attained
the highest accuracy on test data. However, when taking into account the K-fold
validation result and training duration of the models, the Random Forest
classifier provides the best result. The K-fold validation score assists in anticipating
the performance of the models on new data. Therefore, the higher the K-fold valida-
tion score, the better the model. Also, while taking into consideration the training
time, Random Forest was able to train the model in 0.19 seconds compared to the
best model, LGBM, which took 3.555sec to train the model, which is comparably quite
high. Hence, we might claim that Random Forest is the optimal multiclass classification
model from every perspective for forecasting consumer groups. Limitations with the
multi-class classification strategy were that before applying the model, the
data should be aggregated by total orders and quantity for each customer id.
Doing otherwise resulted in overfitting of the model and poor accuracy.

The objective of the application of association mining rules was to identify basket
item sets relevant for each consumer category. From this experiment, the association
mining rule worked only on the best customer segments (clusters0) and loyal customers
(cluster 3). However, it failed to retrieve any relevant itemsets for the consumer class
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that belonged to segments ”At Risk” (cluster 1) and ”"Needs Attention” (cluster 2).
The rationale for not retrieving items was that the customers in clusters 1
and 2 only purchased one item each, and hence the algorithm was not able
to establish any relationship between the items themselves, resulting in no
recommended items. Also, to compare the outputs generated for customer cluster 0
and cluster 3, the products that were displayed for cluster 3 (Loyal Customer) were also
included in the products displayed for cluster 0 (Best Customers), proving that a holistic
recommendation system would be a better approach as there is a high possibility that for
some classes, the system fails to produce a list of suggested items and the items generated
for one class may be a subset of items for another class.

So, within this dataset it has been identified that to provision recommendations using
Apriori algorithm, either of the two prerequisites should be fulfilled.
1. There should be two or more items tagged against each customer,
2. The application of the Apriori algorithm should be performed on the holistic transaction
data.

7 Conclusion and Future Work

This research provides a model, underpinned by data mining classification methods, that
forecasts consumer segments based on the transactional information available from an
online retail store. This research indicates that prediction modelling is effective in the
retail sector, and that decision makers may use such models to competently construct
marketing strategies and policies, as well as to develop a recommendation system.
Based on the proposed research, the objectives and the research question stated in
section [I, the results indicate that the feasibility of using a machine learning
approach integrated with RFM analysis and K-Means clustering stands valid
and produces optimal results. However, the approach proposed for the latter
seem to have achieved a partial success and produced knowledge on the best
practices to inculcate within the subject for better results. According to the
results, the random forest model was able to attain accuracy levels of about 98% on the
test data and the maximum K-fold test validation accuracy of 85.15% with a minimum
training time of 0.19 seconds in the context of the initial objective of the research and
was inline with results of |Zaklouta et al. (2011)), who claimed that random forests provide
the best performance n a variety of multi-class classification applications. Furthermore,
the experiment conducted in this research suggests that, in this particular case study,
the random forest classification strategy produces the best results, while the decision tree
classifier produces the worst. Regarding the second research question, which is an ex-
tension of the previous work ((Christy et al.; [2021).The model provided partial success
because products were recommended for two classes and no products were recommended
for the remaining two classes. The instance where the customer ordered only one item per
invoice failed to generate product recommendations, thus rejecting our hypothesis
and favouring the alternate hypothesis. It can be deduced that devising a recom-
mendation system based on the Apriori algorithm would be best suited when applied
to the entire transaction or behavioural dataset, or at least it’s when there are multiple
items purchased by a customer in each group. Limitations of this research were that
the analysis was undertaken on transaction data; no customer demographic
or psychological details were available. Application of the same approach im-
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plemented in this research could yield different result when applied on data
when segmented using consumer demographical or psychological data.

As part of future study, the association mining rule on segmented customers can be
examined on a dataset incorporating consumer demographics information, where con-
sumers could also be classified based on demographical features and not solely on the
transactional or behavioural data (which was used in this study).
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