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1 Introduction 
 

This document's goal is to describe the implementation process that was used for this 

research project. It also covers the software requirements that were needed for 

implementation. Additionally,  this configuration manual also contains snippets of the code 

that was used during the development of the research project. 

 

2 Project implementation 
 

2.1 Data Selection 
 

This stage determined the target data and variables used. The dataset chosen for this research 

project was the CIC-AndMal2017 dataset. CIC-AndMal2017 is an android malware dataset 

which contains both malware and benign applications which can be used for security testing 

and malware prevention (Lashkari et al., 2018) . Ransomware was the malware used for this 

research project. 

 

2.2 Data preperation 
 

Data Preparation was the first stage of the implementation that was undertaken for this 

research project. The CIC-AndMal2017 dataset was split into subsets based on each 

ransomware family. Each ransomware family was combined with benign data to create 10 

different ransomware/benign subsets. Also, all ransomware families and benign data were 

combined to form an overall dataset. This meaning there were 11 different datasets used for 

the implementation of this project. This included: 

• Charger family/Benign1, 

• Jisut family/Benign2,  

• Koler family/Benign3,  

• LockerPin family/Benign4,  

• Simplocker family/Benign5, 

• Pletor family/Benign6,  

• PornDroid family/Benign7,  

• RansomBO8 family/Benign,  

• Svpeng family/Benign9,  

• WannaLocker family/Benign10. 

• All/Benign11 
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Also within this step irrelevant data was removed (flow ID, Source IP, Destination IP, Time Stamp 

and fwd header length).  

Each dataset was split within excel, one page being data and the other page being labels(1 for 

ransomware and 2 for benign). This step was performed as the .csv files needed to be converted to 

.mat files containing 2 variables (X_data and Y_labels). 

 

 
Figure 1. Excel spreadheet before its converted to .mat file 

 

Figure 1 shows an example of the Charger/Benign1 dataset before its converted to a .mat file 

so that feature selection can be performed. The Charger-benign tab contains all the data 

within the dataset and the label tab states if it is ransomware or benign data. 
 

 
Figure 2. Charger/Benign1 dataset coverted to .mat file  
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Figure 2 shows the charger benign dataset after its has been converted to a .mat file. Shown 

are two variable within the file( X_data and Y_Labels). 

2.3 Feature Selection 
 

The code used to perform the feature selection was taken from (Sechidis and Brown, 2018) 

and the code can be found in the footnote below1. The Feature selection stage was conducted 

using the MATLAB platform. Each dataset was added to MATLAB as previously stated and 

converted to variables which were added to .mat files. 

There were three different Semi-Supervised feature selection algorithms implanted. These 

include: 

 

• Semi MIM 

• Semi JMI 

• Semi IMAB 

 

Feature selection was performed on each ransomware/benign dataset as well as the overall 

dataset to find the best features to use in the classification stage. 

 

 
Figure 3. Feture selection performed on Charger/Benign1 dataset  

 
 

1 https://github.com/sechidis/2018-MLJ-Semi-supervised-feature-selection (Sechidis and Brown, 
2018) 

https://github.com/sechidis/2018-MLJ-Semi-supervised-feature-selection
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The code provided in figure 3 was used for each subset including the overall dataset to 

discover the selected features for each dataset. The code calls the three algorithms and the 

data passed through is X_data (all the data that makes up the dataset) and a portion of 

Y_labels(1 and 2). For example, semiJMI algorithm is called and it passes through the data, 

the labels and the probability p(y=1).  

 

 
Figure 4. Semi JMI Feature Selection Code Snippet 

 

Figure 4 shows an example of one of the Semi supervised feature selection methods (Semi 

JMI) 

 

The results returned for each dataset included the returned subset for each semi supervised 

algorithm and the features returned if all Y labels are present. This project only focused on 

the returned features for the semi supervised algorithms. Below are the results obtained for 

the feature selection: 
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Charger/Benign1  Jiust/Benign2 

 
Koler – Benign 3 

 
Lockerpin Benign 4 

 
Pletor - Benign 5 

 
Porndroid -Benign 6 

 

 
Ransombo Benign 7 

 
simplocker - Benign8 

 
svpeng – Benign 9 

 
wanalocker - Benign 10 
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Ransomware-Benign All 

2.4 Normalization 
 

After the feature selection stage, datasets were put back together within excel containing the 

new variables for each dataset. Once the features where selected and the new datasets were 

created with Y labels included, analysis was done to identify all the continuous data. The 

continuous data was then separated from the dataset into their own dataset and added to one 

drive. The continues data was normalized between zero and one using the Min -Max method. 

Google collab was used to perform the Normalization stage of this project.  

 

 
 

Figure 5. Normalization Code 

 

Once the continuous data was normalized, it was then added back into the correct dataset. 
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2.5 Classification Stage 
 

The Classification stage was performed using the WEKA software tool. To get the semi 

supervised algorithms required for this project, the collection- classification package was 

installed within the weka platform. 2 is a package for algorithms around semi-supervised 

learning and collective classification. When this package is run a collective folder is added 

containing all the Semi Supervised learning algorithms needed. As stated in the classification 

section of the design specification the three algorithms used for classification were 

YATSI(RF), Collective IBK and Collective Wrapper(RF). All three methods are semi 

supervised approaches to machine learning. All the datasets were added to Weka and used within 

each algorithm to calculate the accuracy and all the overall dataset, time was analysed. 

 

 
Figure 6. Results of Semi MIM feature selection  - Charger/Benign1 dataset was used with 

the YATSI RF Classification 

 

Figure 6 shows an example of the results obtained when Semi MIM feature selection  - 

Charger/Benign1 dataset was used with the YATSI RF Classification. The Correctly 

classified instance percentage allowed me to get the accuracy for each algorithm. 

2.6 Evaluation 
 

In this section the accuracy of the classification models were evaluated for each Feature 

selection method as well as the time for the overall dataset. For the subsets as they were 

balanced, the results were calculated using k-fold cross-validation. As the overall dataset is 

unbalanced a percentage split was used that can be generated using the Weka platform from the 

dataset provided.  

The Accuracy of results were added to excel and graphed for further analysis and 

comparison. Accuracy can be defined as the number of times the model correctly classified 

all benign traffic and all Ransomware traffic. Also, speed was evaluated for the overall 

dataset. Again this was added to excel and graphed. 

 

 
 
2 https://github.com/fracpete/collective-classification-weka-package  

https://github.com/fracpete/collective-classification-weka-package
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Figure 7. Accuracy of Overall dataset evaluated using Excel 

 

Figure 7 shows an example of how accuracy was evaluated for the overall dataset. Each Semi 

supervised feature selection method was compared to how well they performed with the three 

different classification models 

 
 

3 References 
 
Lashkari, A.H. et al. (2018) ‘Toward Developing a Systematic Approach to Generate Benchmark Android 
Malware Datasets and Classification’, in 2018 International Carnahan Conference on Security Technology 
(ICCST). Montreal, QC: IEEE, pp. 1–7. Available at: https://doi.org/10.1109/CCST.2018.8585560. 

Sechidis, K. and Brown, G. (2018) ‘Simple strategies for semi-supervised feature selection’, Machine Learning, 
107(2), pp. 357–395. Available at: https://doi.org/10.1007/s10994-017-5648-2. 

 
 
 
 
 
 
 
 

 


