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1. System Requirements 

It is necessary to have the following hardware and software in order to ensure that the model 

processing goes well and to cut down on the amount of time it takes. 

1.1. Hardware Requirements 

The implementation was performed on an Lenovo legion, the configuration of the device is as 

follows 

1. Processor – Intel(R) Core(TM) i7-8750H CPU @ 2.20GHz   2.21 GHz 

2. RAM - 16 GB DDR4 

3. Hard Disk – 118MB SSD , 1 TB HDD 

4. OS – Windows 10 Pro 64 – bit 

 

1.2. Software Requirements 

The software requirements are listed below. 

Software Version 

Python 3.7.13 

Tensorflow 2.8.2 

Pandas 1.3.5 

Numpy 1.21.6 

Scikit-learn 1.0.2 

Seaborn 0.11.2 

 

3. Data pre-processing 

2.1 Importing Libraries  

 
All the necessary libraries like pandas, Matplotlib, seaborn, and NumPy for data preprocessing 

and visualization are imported.  Sklearn packages for data splitting and data conversion. Sklearn 

ensembles are used to import RandomForestClassifier. 

 

 



 

2.2 Data Loading 

 

For loading data, we must first mount the device, then load the dataset 'labeled.csv' as a pandas 

dataframe, and then show all columns using the data.head() function. 

 

2.3 Label Encoding 

 

 
 

The above code snippets show a code to convert columns into encoding, which refers to 

transforming labels into a numeric form in order to convert them into a machine-readable format. 



 

2.4 Separating Features and Labels 

 

 
 

 
 

In order for the machine learning model to find this data useful, the features and target columns 

will need to be separated. The code that is shown above divides the last label column and then 

initializes it to var X and then last column i.e a class is assigned to variable Y. 

 

 

 

 

 

 

 



 

2.5 Data Normalization 

 

 

The normalize() method is used to standardize the data in order to avoid over fitting. The 

purpose of normalization is to convert the numeric value columns in the dataset to use a similar 

scale. This should be done without distorting the differences in the ranges of values or losing any 

information in the process. 

2.6 Dimensionality Reduction 

 

 
 

Isomap() is an unsupervised learning technique used to reduce dimensionality in data. 

 

2.7 Train-Test Split 

 

 

After the necessary preprocessing steps have been done, the data is now split into train and test 

sets, with a 30 percent test size and a random state of 42. 



 

3. Model 

Now that the data are prepared for training, we need to construct a model that properly represents 

the data and produces high accuracy. 

 

3.1 Model Defining and Training 

 
 

As a result of putting an emphasis on the data, a decision tree-based classifier is chosen from the 

sklearn ensemble package. The RandomForestClassifier() function has been initialized as rfc in 

the preceding code. 

 
 

In order to use grid search and determine the parameters that work best, different values are 

chosen for each param, as seen in the above image. 

 

Now the params dictionary and the rfc model are sent on to grid search, which uses a variety of 

possible parameter values in conjunction with one another to derive the parameters that are the 

best match. 

 
 

 



 

The optimal parameters from the grid search technique are once again used to initialise a 

RandomForestClassifier. 

 

3.2 Model Predict 

 
This code predicts the target values on the test (unseen) dataset. 

 

3.3 Model Evaluation 

 

a. Accuracy 

 
The model is evaluated on test data and it gives 97.12% accuracy. 

 

b. Classification Report 

 

A high precision and recall score indicate that the model is reliably predicting true positive and 

true negative values. Also, the f1 score gives a single score that combines the accuracy and recall 

factors into a single number, making it easy to compare and analyze. 

The trained random forest classifier provides stable and high values for all three metrics defined 

above.  

 

 

 



 

c. Confusion Matrix 

 

 

Predicted outcomes for the ML classification issue are summarised in the confusion matrix. It 

also stands for a model's sensitivity and specificity. Predicted values and real labels are shown 

above, along with the number of accurate and wrong predictions. 

 

3.4 Model Pickel 

 

 
 

The model is finally saved as a pickle file so that it can be used again in the future. 


