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1 Overview 
 

Security, integrity, and availability of the network infrastructure is extremely important in 

order to ensure the smooth continuity of organisations and businesses. In this research report, 

we have proposed the usage of next-generation firewall cluster possessing strict security 

policies along with load balancer possessing strict redundancy policies for providing a 

defence mechanism to the network fabric against a wide range of latest attack vectors.  

      The functionality and effectiveness of the proposed network fabric was evaluated using 

well-known attack vectors, such as malicious packets flooding, SQL injections, phishing 

attempts, and malicious payloads. Successful detection and blockage of all threat vectors took 

place after few failed experiments. The steps which were used to deploy the proposed 

network fabric are illustrated in the following sections. 

 

2 Tools used 
 

The following tools were used to practically implement the research project: 

 

(1) VMware Workstation Pro 16.2.4: 

 

Download and install VMware Workstation Pro from its official website1. VMware 

Workstation was used to deploy Emulated Virtual Environment – Next Generation (EVE-

NG) VM which was further used to locally host the proposed network fabric. 

 

(2) EVE-NG OVF version 5.0.1-13: 

 

Download EVE-NG OVF file from its official website2. OVF file was deployed on VMware 

Workstation in order to locally host the network fabric on Windows 11 base-machine. 

 

(3) WinSCP 5.21.2: 

 

Download and install WinSCP from its official website3. WinSCP was used to transfer EVE-

NG 'qcow2' images of networking devices from base-machine to local EVE-NG server. 

 

(4) Anaconda 2022.05: 

 

Download and install Anaconda from its official website4. 'EnsureSecurityRule.py' file was 

compiled on the first Palo Alto NGFW using Anaconda’s Spyder in order to ensure the 

commitment and deployment of security rules and configurations. 

 
 
1 https://www.vmware.com/latam/products/workstation-pro/workstation-pro-evaluation.html 
2 https://www.eve-ng.net/index.php/download/#DL-COMM 
3 https://winscp.net/eng/download.php 
4 https://www.anaconda.com/products/distribution 
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(5) PuTTY 0.77: 

 

Download and install PuTTY from its official website5. PuTTY was used run Linux 

commands to facilitate the preparation of 'qcow2' images for EVE-NG server. 

 

(6) pan-python: 

 

Download pan-python repository from GitHub6. This repository was used to generate API 

key in order to setup the connection and communication link of base-machine with both Palo 

Alto NGFW APIs. 

 

3 EVE-NG lab setup 
 

The hardware specifications of Windows 11 base-machine are as follows: 32.0 GB RAM, 1 

TB SSD, Intel Core i7 10th Gen processor.  

      We have used VMware Workstation to import and install EVE-NG OVF file and allotted 

30.0 GB RAM, 160 GB Hard Disk (SCSI) and Bridged (Automatic) Network Adapter to 

ensure the deployment of EVE-NG VM properly. The documentation of EVE-NG server 

installation on VMware Workstation can be found on the original website of EVE-NG7. The 

configurations of EVE-NG VM can be referred from the Figure (Figure 1). 

      Vojnak et al. (Vojnak et al., 2019), and Li (Li, 2021) recommended the deployment of 

heavy networking images using VMware Workstation due to its better compatibility with 

Windows environment in comparison with VirtualBox. 

 

 

Figure 1: EVE-NG VM configurations 

 

 
 
5 https://www.putty.org/ 
6 https://github.com/kevinsteves/pan-python/releases 
7 https://www.eve-ng.net/index.php/documentation/installation/virtual-machine-install/ 
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4 Preparation of images 
 

(1) Cisco Router: 

 

Download 'vios-15' image of Cisco router from its original website. The steps to convert 

router image into 'qcow2' image can be found on the original website of EVE-NG8. 

 

(2) Cisco Switch: 

 

Download 'viosl2-15.5' image of Cisco switch from its original website. The steps to convert 

switch image into 'qcow2' image can be found on the original website of EVE-NG9. 

 

(3) Palo Alto Networks Next-Generation Firewall 

 

Download 'paloalto-9.0.4' image of Palo Alto firewall from its original website. The steps to 

convert Palo Alto image into 'qcow2' image can be found on the original website of EVE-

NG10. 

 

(4) Kali Linux 

 

Download 'linux-kali-large-2019.3' image of Kali Linux from its original website. The steps 

to convert Kali Linux image into 'qcow2' image can be found on the original website of EVE-

NG11. 

 

(5) F5 Load balancer 

 

Download 'bigip-14.1.1-0.0' image of F5 Load Balancer from its original website. The steps 

to convert load balancer image into 'qcow2' image can be found on the original website of 

EVE-NG12. 

 

(6) Windows 10 

 

Download 'win-10ENT' image of Windows 10 Enterprise from its original website. The steps 

to convert Windows 10 image into 'qcow2' image can be found on the original website of 

EVE-NG13. 

 

5 Load images on EVE-NG environment 
 

Transfer all the folders from Windows 11 base-machine to EVE-NG server through WinSCP 

as represented in the Figure (Figure 2). The folders should be loaded at the following 

directory of EVE-NG server: '/opt/unetlab/addons/qemu'. 

 

 
 
8 https://www.eve-ng.net/index.php/documentation/howtos/howto-add-cisco-dynamips-images-cisco-ios/ 
9 https://www.eve-ng.net/index.php/documentation/howtos/howto-add-cisco-iol-ios-on-linux/ 
10 https://www.eve-ng.net/index.php/documentation/howtos/howto-add-palo-alto/ 
11 https://www.eve-ng.net/index.php/documentation/howtos/howto-create-own-linux-host-image/ 
12 https://www.eve-ng.net/index.php/documentation/howtos/howto-add-f5-bigip/ 
13 https://www.eve-ng.net/index.php/documentation/howtos/howto-create-own-windows-host-on-the-eve/ 
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Figure 2: Transfer of folders from base-machine to EVE-NG server 

 

6 LAB setup 
 

Login to EVE-NG homepage from the browser using 'admin' credentials and import 'EVE-

NG.zip' which is inside 'x20184867_ICTSolution.zip' folder. The 'x20184867.unl' file has 

been loaded on EVE-NG server as illustrated in the Figure (Figure 3). Click on the UNL file 

and open the lab in order to view the proposed network fabric. 

 

 

Figure 3: Import UNL file 

 

7 Bootup all nodes 
 

Start each networking node inside the lab after a gap of few minutes in order to reduce the 

chances of immediate RAM utilisation and unusual CPU usage spikes. The password for both 

NGFWs and load balancer is set to 'King@12345'. 

 

8 Web application 
 

Download and install XAMPP on both Windows 10 nodes14. Copy 'kite' folder from 

'x20184867_ICTSolution.zip' folder and paste it inside the 'htdocs' folder of XAMPP in order 

to locally host the web application at port number 80. 

 

9 Palo Alto Python API 
 

Navigate to 'pan-python' bin folder and use the following command in order to generate the 

API key as illustrated in the Figure (Figure 4): 

 
 
14 https://www.apachefriends.org/ 
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'python panxapi.py -h 192.168.101.121 -l admin:King@12345 -k'.  

      Use command 'pip install pan-os-python' in Spyder for installing all PAN-OS SDK 

packages. Go to 'NGFW' folder in 'x20184867_ICTSolution.zip' and open 

'EnsureSecurityRule.py' file from Spyder. Compile the file for ensuring the deployment of 

security rules and configurations on NGFW cluster. 

 

 

Figure 4: Palo Alto NGFW API key generation 
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