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1. Introduction 
This research mainly aims to predict phishing websites using Machine Learning and Deep 

learning algorithms. The project has 3 phases, first data collection, second feature extraction 

and the machine and deep learning models are the third phase. This manual will provide the 

required instructions to execute this project to get the desired result. 

 

2. Requirements 
 

2.1 System Requirements 
 

• Laptop – Windows/Mac/Linux Machine 

• RAM: 8gb DDR4  

• MS Excel – for analysing the datasets. 

• Web Browser – Chrome for best results. 

• Internet Connection 
 

Note: The experiment was conducted on a windows machine and latest version of Google 

Chrome browser (Version 96.0.4664.45). 

2.2 Software requirements 
 

• Google Colab – Recommended (Google  Colaboratory, 2021) 

• Anaconda – 64 bit. 

• Python 3  

 

Note: This experiment has been conducted on Google Colab Notebook, if the experiment 

needs to be performed on a local system it is recommended to use Anaconda or Python 3 
 

2.3 Packages and Imports  

Models were deployed using google colab Notebook, the programming language used is 

Python. Below are the packages and imports that are required for the models to function: 

 

• pandas  

• numpy 

• sklearn 

• requests 

• urllib 

• ipaddress 

• BeautifulSoup 

• whois 

• datetime 

• matplotlib 

• seaborn 

• tensorflow 

• Fast
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3. Dataset Collection 

For this project, we need a bunch of URL’s of type genuine and malicious. 

The collection of phishing urls is downloaded from Phishtank(PhishTank , 2021) an open 

source phishing links repository. 

For the legitimate URLs, the source of the dataset is University of New Brunswick(University 

of New Brunswick, 2021). 

 

3.1 Feature Extraction 
 

In this phase, python code is developed to extract relevant 30 features to analyse the 

authenticity of the URL. This is the initial step which is also termed as Data Pre-processing. 

This program yields a csv file that contains numerical values which gives insights about the 

URL. The output is then fed to the ML and DL models. 

 

Here are few examples of feature extraction: 
 

a) Domain Age 
 

 

Figure 1: Domain Age Feature Extraction 

 
 
 
 
 
 
 
 
 



2 
 

 

b) Evaluation of “ @” symbol in the URL: 

 

Figure 2: @ feature extraction 

 
 

c) iFrame 

 

 

Figure 3: Iframe Feature Extraction 

 
 
 

d) Right Click  
 

 

Figure 4: Right-Click Feature Extraction 

 

Likewise total 30 features are extracted and a .csv file will be generated which is then fed to 

deep and machine learning models. 
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4. Implementation 
 

Insights into Data 

Upload the .csv file that was generated by the python code in feature extraction to the ML 

and DL models.  
 

 

 

Figure 5: Reading the dataset 

 
 

 

Figure 6:Visualizing the data 

 

 

Data Correlation : 

The below function gives the correlation matrix of the dataset 

 

Figure 7:Data correlation 
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4.1 Machine Learning Model 

An ensemble model is developed using Deep learning and Machine Learning approaches. The 

dataset is fed to machine learning and deep learning models and the accuracy of the algorithms 

provides the capacity of the algorithm to predict malicious url’s. 
  

1) Logistic regression 

 

Using SKlearn model selection library we can automatically import LogisticRegression 

Function. 
 

 

Figure 8: Logistic Regression 

 

 

 

 

 

 

 

 

2) Decision Tree Model 
 

Using SKlearn model selection library we can automatically import DecisionTreeClassifier 

Function. 
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Figure 9: Decision Tree 

 

3) Random Forest 

 

Using SKlearn model selection library we can automatically import RandomForestClassifier 

Function. 
 
 

 

Figure 10: Random Forest 
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4.2 Deep Learning Implementation 
 

a) FastAi 

Data is normalised and split Tran to test ratio as 80:20 using StratifiedSFold.split 

Function and then Fed to Fastai model. 
 

 

Figure 11: Fastai Model 

 
 
 
 

b) CNN using Keras Tensorflow 

 

The CNN model is loaded using keras tensflow library. Non-linear activation function, 

Rectified Linear Unit is employed as it does not activate all nodes in the model which is 

beneficial during the backpropagation process. To standarize the inputs 

BatchNormalization function is used. 
 

 

Figure 12: CNN BatchNormalization and Relu Activation 
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CNN- Keras Tensflow prediction model 
 

 

 

Figure 13: CNN using Keras Tensorflow 
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5. Execution Steps 
 

1. Download all the .ipynb files  from the zip folder uploaded on moodle- 

Anti_Phishing- URL Feature Extraction.ipynb, Anti_Phishing- Machine 

Learning.ipynb, Anti_Phishing-Deep Learning.ipynb 

2. Open these files individually on Google colab notebook online. 

3. Execute the file by using Run all option or run individual cells. This generates a .csv 

file (dataset.csv). 

4. Load this dataset.csv file to Google Colab notebooks (Anti_Phishing- Machine 

Learning.ipynb, Anti_Phishing-Deep Learning.ipynb)  

5. Execute the notebooks by run all option or run individual cells ( Anti_Phishing- 

Machine Learning.ipynb, Anti_Phishing-Deep Learning.ipynb 

 

 

 

 

The video presentation can be accessed here: 

 

https://studentncirl.sharepoint.com/:v:/s/Kee/Ec-

cx3n89apDsBPlF3GkaQQB6DT6yjtVlX6XodY20r3nmQ?e=85DNXd  
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