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Introduction 
The purpose of this manual is to lay out the procedures for carrying out the research project 

as well as the setup of the equipment used to construct and operate the models. The phases 

entail downloading and installing the necessary software and packages, as well as the 

minimal configuration necessary for the project to function properly. 

Software: 

 

Python ver. 3.9 

Google Colaboratory 

Jupyter Notebook 

TensorFlow 

Anaconda 

 

Hardware: 

 

The following is the hardware setup of the machine on which I completed my project. 

OS: Windows 11. 

Processor: Intel I7 

RAM: 16GB 

Storage (SSD): 1TB. 

 

Intrusion detection using CNN-LSTM on NSL-KDD dataset 

 

 
The dataset and model are located in the /content/drive/ mount point directory. 

 

Importing the libraries: 

 
As illustrated in Figure 1, pandas and numpy libraries were imported for data pre-processing, 

as well as the 'matplotlib' and ‘seaborn’ libraries for visualization and animation. Finally, the 

sklearn library was imported which is a valuable package for machine learning in Python. 

 

MLPClassifier stands for Multi-layer Perceptron Classifier imported from sklearn neural 

network library is linked to a Neural Network by its name. Unlike other classification 

methods such as Support Vectors or Naive Bayes Classifier, MLPClassifier does 

classification using an underlying Neural Network. The train_test_split imported from 
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sklearn model selection is utilized to measure their performance when machine learning 

techniques are employed to make predictions on data that was not used to train the model. 

 
 

Figure 1: Scikit libraries 

 

 

All of these libraries were brought in to aid in the development of deep learning architecture. 

To develop the model, a variety of library functions were used. The sequence function was 

imported from the keras.preprocessing library for listing sequences, and the 'Sequential' 

function was loaded from the keras.models library for starting the CNN model. The 

keras.layers library was used to import the Dense, Dropout, Activation, and Embedding 

methods. 

 
 

Figure 2: Keras libraries 
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Load the dataset 

 
Here, we used the pandas (pd) function 'pd.read csv and then dataset filename' to load the 

NSL-KDD dataset. So this is the complete dataset. 

 

 
 

Figure 3: Dataset loading 

 

One-hot encoding 

 
For category variables with no such ordinal relationship, the integer encoding is insufficient. 

In fact, allowing the model to assume a natural ordering across categories and then encoding 

it could lead to poor performance or unexpected results (predictions halfway between 

categories). In this case, a one-hot encoding can be used to encode the integer representation. 

The integer encoded variable is removed and a new binary variable is added for each unique 

integer value. 

 

 
 

Figure 4: One-hot encoding 

 

Normalize 

 
In machine learning, normalization is the process of converting data into the range [0, 1] (or 

any other range) or simply onto the unit sphere. If one of the variables is in the 1000s and the 

other is in the 0.1s, the distance will be dominated by the first variable. Normalization and 

standardization may be advantageous in this situation. 
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Figure 5: Normalizing 

 

CNN-LSTM model 

 
LSTM output size=128 (As a result, each of the 128 outputs will be used as an input layer. As 

a result, the first iteration will take 128 and the second iteration will take 128 and convert it 

into another input for the Neural network. So, for a better outcome and accuracy, we're going 

to combine that LSTM with CNN. As you can see, 64 units, 5 hidden layers, and padding are 

all the same. The 'relu' activation function is utilized. Here, a convolution neural network is 

employed, followed by two maxpooling layers, an LSTM layer, and Dropout. We can guess 

whether the answer is yes or no based on this. So, in the end, activation = SoftMax is used. 

 

 
 

Figure 6: CNN-LSTM model 

 

Model fitting 

 
"Cnn.fit" is loaded in the model fitting. so that the exact numbers of loss, accuracy, and 

validation accuracy can be seen in each iteration The iteration will be terminated if the 

accuracy does not improve. So, at the end, I set epoch to 2 to ensure that it runs for two 

iterations. So I saved and loaded the model at this point. 
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Performance metrics 

 
The accuracy result was obtained using the function 'accuracy score,' which I imported from 

the 'sklearn.metrics' library, but I also imported several additional functions, such as 

classification report and confusion matrix, and printed each of the three outcomes separately. 

The same scikit learn library can be used to acquire the confusion matrix, thus imported the 

confusion matrix function from the sklearn.metrics library. 

 

 
 

Figure 7: Validation score 
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Figure 8: Confusion matrix 

 

 
 

Figure 9: Train and validation accuracy and loss 

 
 


