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Accuracy of Machine Learning 

Algorithms 



Abstract 

 

 

The current business environment and personal use of internet shoots larger numbers of individuals 

and companies, falling prey to phishing attacks and spam emails. The growing dependence on internet 

allows the cybercriminals to hatch nasty plans against internet users, by releasing spam mails, with 

attractive contents and convincing them to fall victims to such incidences. In simpler terms, spam 

emails are unsolicited commercial/bulk e-mails, which have become a big cause of concern for the 

users of emails and for that matter, the internet. 
 

The application of spam feature detection will be able to influence the nature of prediction models 

that can be utilized further for the detection of other effective datasets apart from spam. The 

identification and recognition of the most dominant feature of spam will be efficient in ensuring that 

the spam developing system is being disclosed which will further contribute to the research process 

of the spam detection process. 
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1. Introduction 

 

 

Spam detection has become a necessity as it is a filter-based software that is being used to ensure 

there is effective identification of the unsolicited along with the unwanted email that is usually obtained 

from unwanted email threats. The presence of spam detection etc. helps in ensuring the prevention of 

incoming messages into the user’s inbox, which might be clicked or opened by the users 

unintentionally. In machine learning, the spam detection processes are a necessity to hold supervised 

machine learning problems that will be effective in providing the machine-learning model with multiple 

examples of spam sets and harm messages, which are to be recognised in the future and kept in the 

memory of the machine-learning model. As the application of machine learning has been largely 

common in multiple business applications along with technological grounds, it is important to ensure 

that the features of spam mails are identified thoroughly to improve the overall accuracy rate of the 

machine learning process to detect spam as needed. The current research study is developed to ensure 

a clear understanding of the same by analysing multiple resources. 
 

 

1.1. Background 
 

 

Spamming is the process that allows the sending of multiple messages, which are unsolicited and are 

usually sent in large numbers to multiple numbers of recipients entitled for the commercial advertising 

process and in many cases for non-commercial advertising feedback. The spam detection technique is 

mostly applied in the email spamming process, even though it can be applied in multiple contexts 

considering the wide range of messaging systems that are currently being developed and used through 

different types of platforms (Rahman et al. 2020). The application for spam detection is a necessity in 

business organisations and for personal usage as well. This is because it helps in filtering a large amount 

of data and information that are not essential and prohibits business organisations to obtain messages 

that might contain viruses or any other malicious content, which can lead to corruption in the files 

that are present in the system being used. The quality of business email is more protected by the use 

of spam filters or spam detection mechanisms. The advancement in the overall application of 

technology into different filtering processes has led to the inclusion of machine learning to be one of 

the most profoundly used mechanisms in ensuring the prospects of spam filtering (Faris et al. 2019). It 

is important to note that the process of machine learning has been highly effective in using spam 

detection techniques. 
 

Automatic email filtering has been considered highly effective in ensuring effective detection of spam but in 

the current times, the spammers can bypass the filters easily leading to the requirement of addressing more 

comprehensive and complex spam detection techniques, which led to the application of the machine 

learning process. The major approaches that have been applied so far are based on junk mail filtering, text 

analysis, white and blacklist domain recognition, and the community primary techniques (Jawale et al. 2018). 

Apart from email, SMS spam is also a major consideration that is essential to be considered to ensure that 

there is productive management of communication systems without the interference of messages that could 

pose harm to the personal use of emails or business purpose applications. This further led to the application 

of machine learning applications once again to make the overall prospects of spam detection methods to 

be fruitful and smooth. The application of machine learning into the spam detection process has been 

majorly based on its two broad categories, which are supervised learning and the unsupervised learning 

process. The application of this categorisation of the machine learning approach is further based on the TF-

IDF vectorization ethanoic (Vinitha and Renuka, 2019). This technique is used for the generation of word 

clouds that further stands for Turn Frequency Inverse Document Frequency, which is used for text mining 
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processes and identifying the world's features. These features are collectively used to ensure that the 

spam messages are detected thoroughly. 
 

Multiple techniques are present that help in using machine learning to proceed with the prospects of 

spam detection processes. In terms of the filtering process, the machine learning techniques are based 

on content-based filtering techniques, case base spam filtering methods, the previous line-based spam 

filtering techniques, and heuristics or rule-based spam filtering processes. It can be noted that the 

machine learning approach in detecting spam is based on statistical models, which help in classifying 

the data more fluently (Dada et al. 2019). It is important to note that the spam detection process 

involves the application of a trained machine-learning model that is focused on generally identifying the 

sequence of words that are available in the email and are closer to the emails, which are found in the 

form of spam. Despite the difference in the machine learning approach that has the capability of 

detecting spam, it can be noted that the Naive Bayes algorithm has been determined to be a more 

prominent one. The data that is applied and used to provide the machine-learning algorithm with a set 

of examples of the spam ensure that the future spam is recognized in a similar pattern (Awad and 

ELseuofi, 2011). Hence, the application of machine learning and increasing the accuracy rate of the 

machine learning process involves the usage of spam features that will be collectively unimportant in 

holding accountability to more accuracy in the overall process of detection. 
 

1.2. Rationale 
 

 

The given research paper is significant as spamming has become a major cause of concern for business 

entities as they often contain messages that hold the presence of information that could be harmful to 

the company. It is important to note that maintaining accuracy in the spam detection process is a 

necessity as the advancement in technology and programming languages are improving the overall 

ability of spam emails to be filtered out from the traditional machine learning approach used. Hence, 

there is an increasing requirement of addressing the accuracy rate in the spam detection process 

(Kumar and Sonowal, 2020). Intelligent systems for spam detection and identification of the relevant 

features are important as it helps in ensuring that the massive data that flows that contains hundreds 

of individual and large numbers of attributes increases the overall problem of detecting spam and 

makes the entire process to be complex. There have already been multiple identifications of dominant 

methods that help in collecting data mining processes, which is one of the most important prospects 

of prediction methods (Ameen and Kaya, 2018). However, spam contains features that are similar to 

the system details and data that are most regularly used by individuals. This further reduces the overall 

predictability nature of the machine learning process. Thus, the given research paper is a necessity as 

it will collectively identify new algorithms that can be used in the machine learning process so that 

there is a more efficient format of spam detection taken into account. It will allow the identification of 

the most advanced and dominant features of spam that is essential to be present in it and can be used 

in the future to recognize them using machine learning algorithms and techniques (Faris et al. 2019). 

The research paper will be effective in determining the possible solutions that might be utilised with 

the potentiality of occurrence of any error through the application of the new features and approaches. 
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1.3. Research Questions 
 

 

The research questions developed are based on providing a clear direction on the different outcomes 

that must be addressed in the given paper to ensure the effective completion of the research study. 
 

1) What are the common features present in spam email contents that allow collective 

management identification of the spam?  
2) What are spam features that must be utilised by machine learning to ensure product 

development of the techniques helping in the detection of spam with efficiency?  
3) What are possible challenges that are being faced in identifying the most prominent features 

that will be effective in detecting spam?  
4) Why there is a requirement of addressing spam detection features to increase the accuracy 

of current machine learning approaches? 
 
 
 

1.4. Research Objective 
 

 

Some of the objectives that are to be met through the given research paper are based on the pathway 

and the information flow that has been maintained in drawing the final analysis of the research paper. 

The objective of the research paper is stated as follows: 
 

❖ To identify the different types of dominant spam email features present in multiple email 
formats

  

❖ To identify and discuss the prospects of machine learning algorithms that will be productive 
in identifying the dominant features as needed

  

❖ To identify and discuss the improvement techniques that must be considered for the machine 
learning technologies in respect to the new dominant features identified in the spam email

  

❖ To discuss the possible challenges that might be evolving in utilizing the newly identified 
features in detection spam by machine learning technique with more accuracy.

 

 
 
 

1.5. Contribution to the scientific literature 
 

 

The contribution that the current research paper will be making is focused on bringing better insights 

on new technologies and features that can be contributed to the scientific domain of machine learning 

algorithms for spam or prediction methods. 
 
The use of the machine learning algorithm is developed and implemented through the recognition of a 

specific mechanism and algorithm, which enables the users of the emails and internet to classify and 

segregate the emails, differentiating between spam and non-spam emails (Basavaraju and Prabhakar, 2010). 

Although the machine learning approach is considered to be one the best ways to classify spam emails and 

identify the dominant spam email features, there are confusions on the selection of the most appropriate 

approach. Multiple opinions are developed, wherein some critics support the Naïve Bayes approach, while 

some support the support vector machines and Neural Networks, and the rest opts for K-nearest neighbor, 

Rough sets and the artificial immune system approaches. 
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1.6. Structure of the report 
 

 

The research paper is based on an experiment-focused research study, which addresses that the 

overall outline of the research study will be involving sections that will identify proper segments of 

machine learning. Apart from the introduction, the entire research paper has been grouped into six 

segments. Thus, the entire research paper contains seven segments. 
 

❖ The introduction is the first segment, which includes content based on a clear introduction 
on the research topic, and the overall significance of the research topic has been addressed in 
the section. It also involves research questions and objectives along with an analysis of the 
research contribution to scientific literature as well.

  

❖ The literature review segment is the second section of the research paper effective in 
providing a review of different kinds of literature present on the topic identified.

  

❖ The third section is the research methodology, where the research processes and methods 
have been mentioned with clear identification of the different methods that have been taken 
into account to collect the specific data to complete the entire research.

  

❖ The fourth section is the design specification section where the research techniques have been 
defined based on the overall machine learning designing or framework that will be used to 
bring accuracy to the spam detection process. The design specification is widely based on the 
description of any new algorithm that has been introduced in the given paper to make the 
machine learning approach for spam detection to be more effective.

  

❖ The fifth section of the given paper is the implementation section that will be discussing the 
implementation of the proposed solution to the new machine learning approach to be taken 
into account.

  

❖ The sixth section of the given paper is the evaluation section that is effective in generating a 
comprehensive analysis of the result and the overall findings of the study have been developed 
and presented in the previous section along with a discussion in it.

  

❖ The seventh segment in the given appear is the conclusion and the future work which will be 
focused on concluding the entire research paper and further representing strategies that will 
be effective in maintaining future work of the entire study as needed.
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2. Related work 

 

 

This part of the research work conducts the literature review on the subject, by identifying the leading 

variables in the study. Based on an array of sources of secondary existing information, the literature 

review embeds a critical analysis of the use of machine learning algorithms in detecting the spam email 

features and classifications to avoid malicious invasion of online data. The sources of literature have 

been meticulously detected to ensure that the information provided is authentic and significant. The 

literature review part comprises two subsections, which focus on the two major points in the study, 

related to the use of machine learning algorithms in spam email detection and using the same for 

improving the detection accuracy. 
 

 

2.1. Use of Machine learning algorithms for determining spam email features 

and classifications. 
 

 

The critics state that creating spam emails is not only used as cunning weapons by the cybercriminals but 

also are a wastage of time, space, communication bandwidth, and storage in a system (Awad and ELseuofi, 

2011). The current global statistics show that the problem of spam emails have been growing  
, lately, specifically, with the outbreak of the COVID 19 pandemic and the majority of the people, 

around the world, becoming internet-dependent and opting for work from home, where most of the 

work is done through the sending of emails (Batraet al.2021). The figures show that the current number 

of emails, sent across every day through the internet, 40% of them are spam, which accounts for almost 

15.4 billion per day, costing the internet and email users a financial loss of $355 million per year (Batraet 

al.2021). 
 

Although, the critics state that the automatic email filtering process can prove to be effective in this 

regard, however, the risk remains, as there is right competition between the spammers and spam-

filtering models (Fariset al.2019). Despite the internet and email users have used the ways to block the 

influx of spam emails, the spammers turned out to be smarter than the users, as they used several 

tricky methods to overcome the filtering methods like using random sender addresses, to ensure that 

the spam emails, hit the internet and the email ID of the victim (Uddinet al.2019). 
 

Thus, in the current stages of advancements and developments in the interphase of internet use and 

email access, critics consider the use of knowledge engineering and machine learning algorithms to be 

effective ways in filtering the spam emails and classifying the same, to enable the email and internet 

users, overcome the crisis of spam emails. However, comparing the two methods, the critics have 

found that the use of machine learning algorithms seems to be more useful and efficient and does not 

require any specific regulations. It is capable of identifying the dominant spam email features and 

classifications to ensure effective filtering is done. 
 

The critical aspects of determining the most appropriate method of detecting the features of spam 

email features, along with classifying the spam emails, based on the implications and the outcome, it 

has been stated by Castilloet al.(2020), that the use of the naïve Bayes e-mail content classification 

approach is mostly used for the detection of the layer-3 processing, which is needed for reassembling 

of the features of the spam emails. Further, this approach helps in recognizing the hardware 

architecture of na¨ıve Bayes inference engine, for conducting an effective spam email 

controlling, using the two-way classification process (Dada et al.2019). 
 

On the contrary, Jawaleet al.(2018) states that the use of the support vector machines (SVM) approach is 

helpful, in detecting the features of the dominant spam emails, allowing a proper classification of the 
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same. The use of this approach helps in extracting the email sender behavior data based on global 

sending distribution and enables the technical expert to assign a specific value to each of the IP 

addresses, from where the spam emails are being sent and the systems, which receive such emails 

(Bhuiyanet al.2018). 
 

The studies on the implementation of the support vector machines (SVM) approach are useful, as it 

effectively and accurately helps in classifying the emails and recognizing the dominant email features, 

which seems to be faster than the Random Forests (RF) Classifier process. Further, the application of 

the K-nearest neighbour and identification of the rough sets, allows the experts to conduct the 

personalized email prioritization (PEP) process, which focuses on the recognition and analysis of the 

personal social networks, to identify and capture the user groups and acquire the rich features that 

allow the email users to identify the specific elements of a spam email (Hussainet al.2019). 
 

This specific model encapsulates the formulation of a particular machine-learning algorithm to help in 

the recognition of the spam email features and classifications, through creating a special viewpoint from 

the users, followed by a formation of a supervised classification framework, for setting the required 

priorities and measuring the importance of the emails and the significance of the spam email content 

(Gibson et al.2020). Some other proponents in this field adhere to the adoption of the immune-inspired 

model. This immune-inspired model refers to the identification of a framework, which is quite innate 

and adaptive to the changing business environment and transactions. 
 

This framework facilitates the identification of the artificial immune system (IA-AIS) and helps in 

recognizing the problem of identification of unsolicited bulk e-mail messages (SPAM), among all the 

other emails, sent and received in between two systems. This artificial immune system (IA-AIS), model 

helps in delivering the most relevant information, about the aspects of integrating the analogous to 

macrophages, helping in the formation of a comprehensive framework of identifying the features and 

classifications of spam emails (Gangavarapuet al.2020). 
 

It has been stated by Jáñez-Martinoet al.(2021), that the implementation of the artificial immune system 

(IA-AIS), has helped in identifying 99% of the SPAM emails and facilitating the specific parameter 

configurations. A comparative assessment between the artificial immune system (IA-AIS), and the naive 

Bayes approach to identify the machine learning algorithm shows that a lot of debate hovers over the 

capabilities of both the frameworks, and each is said to compete with the other to identify the features 

of the SPAM emails and classifying the same (Wang et al.2021). Although, the proponents of the 

artificial immune system (IA-AIS), state that this machine learning algorithm has a greater ability, 

compared to the naive Bayes approach, to identify the features of SPAM emails along with the 

classification of the emails, to differentiate between the spam and non-spam emails. 
 

Developing a comparative analysis between the artificial immune system (IA-AIS), and the naive Bayes 

approach, it needs to be stated that the naive Bayes approach is quite old and had been proposed in the 

year, 1998 (Ablel-Rheemet al.2020). This approach is used effectively to classify spam emails, by checking 

out the features of the same, wherein the concept of probabilities plays takes the lead role in identifying 

the features and accordingly classifying between the spam and non-spam emails. 
 

Considering the popularity of the naive Bayes approach, there are layers of probability, in terms of 

checking across the contents of the emails and recognizing the database. The below formula shall 

explain the effective use of the naive Bayes approach in the filtering of Spam emails, with non-spam 

emails.  
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The formula for naive Bayes approach to conduct spam email filtering 

 

(Source: Ablel-Rheemet al.2020) 
 

On the contrary, the use of the artificial immune system (IA-AIS), has been considered to be another 

capable method, wherein the critics find the naive Bayes approach to be limited. The artificial immune 

system (IA-AIS), also times called the Neural Network is considered to be a computational method, 

framed upon the biological neural networks. This machine-learning algorithm accounts for the 

identification of the interconnection between the artificial neurons within the artificial immune system 

approach. 
 

This algorithm is highly adaptive and can modify its structures based on the changes in the processes 

and transmission process of the emails. However, it has been found that this machine learning 

algorithm engages in refraining from operating, wherein the decision function is found accurately, and 

classifies all the proper training samples.  
 
 
 
 
 
 
 
 
 

Artificial immune system (IA-AIS) approach in machine learning algorithm for filtering of Spam emails 

(Source: Sattu, 2020) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Sample of a spam email, checked by the use of artificial immune system (IA-AIS) approach in filtering 

the same as Spam or non-spam emails 
 

(Source: Sattu, 2020) 
 

Hence, from the above discussion, it needs to be stated that the selection of the right machine learning 

algorithm for filtering spam and non-spam emails is a complicated task and needs to be done 

meticulously. The comparison between the artificial immune system (IA-AIS) approach and the naive 

Bayes approach is also explained to derive significant conclusions. 
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2.2. Spam email detection and review for improving the detection accuracy 
 

 

In congruence to the above discussion, it needs to be stated that the detection of spam emails and 

phishing attacks, the need for improving the detection accuracy is significant. The use of Natural 

Language Processing (NLP), helps in processing and converting the texts into useful insights that have 

become widely accepted and popular (Sheikhiet al.2020). Considering the field of AI (artificial 

intelligence), it has been observed that Natural Language Processing (NLP) is a robust process, 

delivering complex areas in research, leading to the formation of data, which is contextual. 
 

It needs a proper identification and modification of the contexts of machine-interpretable designs and 

requires a comparative assessment, facilitating the process of understanding the feature extraction 

(Mohammed et al.2021). To conduct an assessment and identification of spam email features along with 

the determination of the machine learning algorithms, the process of classification includes the binary 

and multi-class classification approaches. 
 

Defining the classifications in understanding the language in the systems, it needs to be stated that 

binary classification refers to the two possible levels of classification, wherein the multi-class 

classification refers to the process of identifying the cases, wherein more than two labels of assessment 

are made (Abdullahiet al.2021). While detecting the spam emails, within the system, it needs to be 

stated that the prevention of spam emails and images, from entering into the mail inbox helps in 

improving the user experience.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Spam detection is the process of identifying the spam and non-spam emails in the mailbox (Source: 

Alauthman, 2020) 
 
The use of the machine learning algorithm helps in defining the intricacies of using an open-source for 

detecting spam emails and identifying the target variable. The target variable in the process of detecting 

the spam and non-spam emails, for the dataset, is considered to be the way of predicting the spam 

email features (Mustapha et al.2020). 
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The text column that includes the email, spam column, and the target variable to recognize between 

the spam and non-spam emails 
 

(Source: Yaseen, 2021) 
 

Hence, it is evident that the upsurge in the recognition of measuring the volume of unwanted emails 

and spam emails that have been creating an intense need for the development of a robust anti-spam 

framework. These machine learning methods and frameworks, contribute towards the successful 

detection of spam and non-spam emails, leading to better management of emails (Gangavarapuet 

al.2020). According to the reports from the research by Kaspersky lab, it needs to be stated that there 

has been an increase in the number of emails, due to the impact of the lockdown and COVID 19 

impact. 
 

Further, it needs to be stated that the dependence of the offline methods of operation to the online 

platform has led to the identification of conducting online reviews, wherein the purchase of products 

or services has become the primary source of the views and opinions of the users. To conduct an 

assessment of the spam reviews, it needs to be stated that the email spam reviews are shared on the 

sites, to ensure proper recognition and assessment of promoting and demoting the products and 

services (Krithiga and Ilavarasan, 2020). In consideration of the above discussion, It needs to be stated 

that the approaches of machine learning algorithms are considered to be the most suitable form of 

reading the features of spam emails and classifying between the spam and non-spam emails, to ensure 

that the spam and phishing email attacks can be restricted. 
 

The use of the rule-based classifier refers to the process of developing a framework of rules that help 

in classifying the spam and non-spam emails, based on the features of these emails (Jánez-Martino et 

al.2020). This method enables the technical experts to create a rule, which might be written or non-

written and needs to be followed, considering the need for developing a proper classification 

(Madhavanet al.2021). However, the biggest controversy lies in the selection of the most appropriate 

approach to machine learning and an effective assessment and classification between spam and non-

spam emails. 
 
 
 

2.3. Summary 
 

 

Summarizing the points in the literature review, it needs to be stated that the use of machine learning 

algorithms does play a crucial role in classifying the spam email features. It does help in improving the 

process of detection accuracy and ensures that the risks of spam emails need to be addressed and 

mitigated, duly, with the implementation of machine learning algorithms. 
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 Figure 1. Data Frame Summary -1 

3. Research Methodology 

 

 

This chapter discusses the usage of two datasets for spam domain identification and classification. Two 

approaches are used namely supervised machine learning algorithms like a decision tree and Naïve 

Bayes along with the deep learning model of bidirectional gated recurrent unit (GRU). 
 

3.1. Data Summary 
 

 

The machine learning algorithm is characterized by the elements of identifying the diverse machine 

learning methods, wherein the classification of the emails, in between the spam and non-spam emails 

are considered. Some critics state that the use of the supervised learning approach enables accurate 

and powerful assessments of the datasets, followed by conducting a spam review, based on the features 

and classification groups of the emails. This process requires two datasets, which include the training 

data and the testing data. Both the data are used to train the classifier and evaluate the overall 

performance of the classifier, respectively.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   

 

The figures above depict the data frame summary for the two-dataset used for the email spam domain 

identification and classification. The first dataset consists of the email list along with the email domain 

and email aspects whereas the second dataset consists of the category, message, and text in the emails 

for the classification. 
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Figure 2. Data Frame Summary -2 

Figure 3. Code Snippet-1 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

The pattern shown below searches for substrings called metadata, which has the form as: 
 

Begin with a beginning of a line - signified by caret ^ (also, for this we need to specify re.M flag) 
 

Contain any number (but at least one) of any signs after this beginning of a line - signified by a dot 

(any sign) and a plus (at least one, but no upper limit) 
 

Finish with a colon, which we do not take as a part of these substrings (so-called look-ahead) - this is 

the meaning of '(?=:)' part  
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Figure 4.  Code Snippet-2 

Figure 5. Code Snippet-3 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The following loop extracts strings that begin right after each of the metadata categories we extracted 

(stored in the metadata_names list) plus a colon and whitespace, and continue until the end of the line 

(marked by a dollar sign). 
 

Again, we need to pass it the re.M flag for the multiline special character (caret previously, dollar sign 

now) to work as we intend it to.  
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Figure 6. Code Snippet-4 

Figure 7. Code Snippet-5 

Figure 8. Spam and Ham Classification 

 
 
 
 
 
 
 
 
 
 
 
 

 

The figure depicts the data transformation and data cleaning from the input text of the email messages 

and the alphanumeric character and the first comma, first comma, whitespace, composed of one or 

more digits to a word boundary.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 

The figure above depicts the time stamping of the emails messages based on the hour, month, month 

day, weekday, and year.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The figure depicts the email messages along with their category based on the ham and spam 

classification. The categorization is based on the sender and receiver email domain. The data set is 

pre-processed based on the text message contained in the emails using the NLP approaches and 

machine learning and deep learning models.  
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Figure 9. Data Visualization Graph -1 

Figure 10. Data Visualization Graph -2 

Figure 12. Data Visualization Graph -4 

Figure 11. Data Visualization Graph -3 

 

3.2. Data Visualization 
 

 

Messages not longer than 100000 characters:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Messages not longer than 10000 characters:  
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Messages not longer than 1000 characters:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Messages not longer than 100 characters:  
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Figure 13. Code Snippet -6 

3.3. Data Pre-processing 
 

 

Data processing is an important factor in many planning and recovery issues. Some data have a similar 

effect, some have a misleading effect and some do not affect identification or reduction and help in 

selecting the right size and small features. The scheduling or reversing problem involves more time 

and less performance when a large number of features are used, but less time for food and smaller 

size and more performance with better features. The non-deterministic polynomial (NP) problem is 

the selection of complete materials that can achieve the maximum performance of the partition or 

model. 
 

Subsequently, the data was used for classification and feature selection in this data mining process. 

Impact factors contributing to the volatility of the email domain identification were also estimated 

using values included in the range of maximum impact on data-mine conditions. Another method used 

to obtain information is to extract the text using NLP (Natural Language Processing) approach. 
 

Sender Classifier is analyzed using the email domain, it is done by taking the two most common e-mail 

senders in the dataset and building a model, which, based on the message content, tries to predict the 

person who sent it.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The above figure consists of functions for the removal of the stop words which are considered to be 

insignificant based on their value. The messages contained in the emails are segregated based on the 

training, testing, and evaluating data subsets. 
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Figure 14. Design Specification Diagram 

Figure 15. Code Snippet-7 

4. Design Specification 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

The figure above represents the data analysis along with data pre-processing and exploratory data 

analysis. The figure describes the steps to process the data before training, testing, and evaluating 

the datasets for the spam email domain identification and classification. 
 

4.1. Data Transformation  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

The data transformation includes the analysis of the data shape based on the training, testing, and 

evaluating data subsets. The text in the emails is pre-processed using the tokenizing technique for the 

data features analysis. 
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Figure 16. Flow Diagram 

5. Implementation 

 

 

Future spam domain classification often appears in the collection of historical information and heuristic 

tests in the data sets. Positive results from the various machine learning models in Chapter 3 and 

Chapter 4 of this thesis are taken from the systematic approach provided in Section 5.1. of the machine 

learning and deep learning models. An extension of this quantitative assessment model in collaboration 

with linguistic features is presented in this chapter. This chapter covers feature extraction and feature 

selection for spam domain identification, deep learning modeling development using reference data, 

feature integration and prediction formatting, and, finally, the artistic results obtained in the 

exploitation of these features.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

The machine learning and deep learning algorithm utilised for the spam domain specification with the 

selected two datasets are mentioned below. 
 

1. Decision Tree model  
2. Naïve Bayes model  
3. Bidirectional Gated Recurrent Unit (GRU) model 
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Figure 17. Code Snippet-8 

5.1. Model training and testing 

 

5.1.1. Part 1 
 

 

Additionally, it has been found that the use of the Neutral networks within the machine learning 

algorithms, the use of machine learning framework would help in identifying spam and non-spam emails.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

2-layer stacked model with bidirectional GRU as the base model followed by two Dense layers, 

regularized with batch normalization, L2 dropout 
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Figure 19. Code Snippet-9 

Figure 18. Model Information 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

The use of these machine learning techniques helps in learning and identifying spam mails and phishing 

messages by analysing loads of such messages, throughout a vast collection of computers (Ora, 2020). 

The use of the machine learning technique leads to the identification of the frameworks, which are 

robust and more organized in form. This process is a significant contribution towards the development 

of a compact framework, it is useful to iterate the processes of identifying and classifying between 

spam and non-spam emails. 
 

 

5.1.2. Part 2  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The uses of the Naïve Bayes (NB) approach have been highly successful in this process. 
 

The selection of features and identification of the spam emails are conducted, through the stages of 

gathering and crawling the dataset. 
 

Once, the gathering and the crawling are done, the features of the spam emails are extracted from 

the dataset, by applying the engineering approach, within the system. 
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Figure 20. Naive Bayes Confusion Matrix 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The figure above depicts the confusion matrix for the Naïve Bayes model for the classification of the 

spam email domain along with the Naïve Bayes model accuracy of 15.61% which is very poor. 
 

This entire process leads to measuring the performance of the classifier, which helps in recognizing 

the features of the spam emails and show a different supervisory learning technique within the entirety 

of the process. 
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Figure 21. Decision Tree Confusion Matrix and Accuracy 

 
Another form of using the machine learning algorithm is the use of the decision tree classifier 

framework along with the rule-based classifier approach. Both the approaches are useful in the 

detection of spam and non-spam emails.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The figure above depicts the confusion matrix for the Decision tree model for the classification of the 

spam email domain along with the Decision tree model accuracy of 91.65% which is very poor. 
 

The use of the decision tree classifier framework helps the researcher to develop a hierarchical 

decomposition of the training data space and is essentially used to recognize and acknowledge the 

authenticity of the review. 
 

The process is integrally located and connected with the unique features of the system, allowing the 

tester to review the dataset that is present and assess the impact of the inverse document frequency, 

to facilitate the recognition of the spam and non-spam emails. 
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Figure 22. Training Accuracy and Loss Plots 

6. Evaluation and Discussion 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

The above three figures depict the variation of the training and testing loss plot and accuracy plot 

along the learning rate curve. Through the plots, we can observe that validation loss is higher as 

compared to the training dataset. Similarly, the training accuracy score is higher as compared to the 

evaluating accuracy score. 
 

The learning rate curve describes the variation of the learning rate for the number of epochs for the 

gated recurrent unit (GRU) network. 
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Figure 23. Naive Bayes Classification Report 

Figure 24. Decsion Tree Classification Report 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

  

The figure above depicts the classification report for the Naïve Bayes model with a 15% accuracy score 

for the training dataset, a precision score of 1, a recall value of 1, and the F1-Score of 0.06. The model 

performance of the Naïve Bayes model is poor as compared to the Decision tree model.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

The figure above depicts the classification report for the Decision tree model with a 92% accuracy 

score for the training dataset, a precision score of 0.95, a recall value of 0.95, and the F1-Score of 0.64. 

The model performance of the Decision tree model is better as compared to the Naïve Bayes model. 
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7. Conclusion and Future work 
  

This chapter summarizes the major advances of this study. It also recognizes the major contribution 

of mathematical models developed with this concept. In conclusion, it suggests further improvements 

to existing models as well as potential future research topics that may be of interest for further 

research in the future. The utilization of two data represents the domain identification of the spam 

emails along with the spam and ham email classification. 
 

The GRU model is used for the email domain identification along with the NLP (Natural Language 

Processing) techniques. The supervised machine learning models, namely the Decision tree model and 

the Naïve Bayes model are used for the email classification with 91% and 16% accuracy respectively. 
 
 
 

7.1. Conclusive Analysis and Future work 
  

Additionally, this process of using the machine learning algorithm is also accompanied by intricate 

complications, followed by challenges and issues in future work projects. Some of the leading issues 

and challenges concerning the identification of spam and non-spam emails, the unavailability of datasets, 

along the limited data attributes are some of the recognized issues. The lack of adequate datasets is 

one of the leading challenges in reviewing the features of spam and non-spam emails along with 

classifying the respective emails. Further, critics have found that the limited data attributes also account 

for the identification of the challenges in the process of identifying emails, as either spam or non-spam 

emails. 
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