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1 Introduction 
 

The configuration Manual describes the requirements to create the research environment and 

displays the implementation steps including the necessary hardware, software and snippets of 

codes used for completing the research work. The purpose of this manual is to provide step 

wise activities undertaken for the project and it would act as a handbook to replicate or 

simulate the undertaken project to verify the results in future.  

This project was focussed on selection of optimised model for prediction of intrusions in the 

industrial operations technology environment with the help of machine learning models 

working in isolation and in hybrid or combined modes. 

 

2 Implementation 

2.1 Hardware 

This section provides the details of the hardware used to support the research experiments 

using machine learning algorithm. Analyses of huge datasets with machine learning 

accompanies high resource utilization and hence below information would be helpful in 

providing an idea of resource requirement. 
 

 CPU:  AMD Ryzen 5 4600H with clock speed of 3.00 GHz 

 Memory: RAM 8GB DDR4 

 Storage: 512 GB SSD 

2.2 Software, tools, and connectivity 

 Integrated Development Environment (IDE): Google Colaboratory (Google colab) 

 Coding language: Python 3.7 

 Data verification tool: Microsoft excel 

 Data storage: PC/ Google Drive 

 Connectivity: Stable internet connectivity for using Google colab (cloud-based IDE) 

 Data sampling tool: RapidMiner 
 

 

3 Dataset  
 

The dataset used for the project consists of events related to electric transmission system 

simulated in the lab of Mississippi State University and Oak Ridge National Laboratory 

(Borges Hink et al., 2014).The dataset includes events related to  

 synchro phasor measurements and  
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 data logs from control panels and relays 

 

 
    Fig 1: Snapshot of dataset used for this project. 

 

 

4 Datafiles used for the analyses 
 

The files which have been used for this project are mentioned below. 

 

 20194587_DissertationF.ipynb: This the configuration or coding file which was 

loaded into google colaboratory IDE for execution. 

 Data1 to Data15: These are available raw dataset, which was processed further for 

analyses.  

 Final_df_unsampled (1).csv: This is the collated, sampled and balanced dataset used 

for analyses with the help of different ML models. 

 

 

5 Python Libraries  
 

The research project used Python as the coding language to configure and run the analyses 

models and hence different python libraries were imported in google colaboratory - IDE for 

various functionalities which were used in this research. 

 

List of Libraries: 

 Pandas 

 Numpy 

 Sklearn 

 Mlxtend.classifier 

 RandomForestClassifier 

 K-NN classifier 

 MLP classifier 

 Stacking classifier 

 confusion_matrix 

 accuracy_score 

 seaborn 

 matplotlib 
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Fig 1: Snapshot of libraries used for this project. 

 

Pandas: Pandas is a Python library for machine learning. Pandas is a free and open-source 

programming library. 

Pandas is often used for data analytics and loading datasets. Pandas is used for machine 

learning in several domains, including finance, economics, and others. It is very user-friendly 

and can convert datasets to a tabular format for easier comprehension. 

 

NumPy: NumPy is a Python library for machine learning. In Python, NumPy is used to 

manage arrays. NumPy is used to do any computations using 1- or 2-dimensional arrays. 

Additionally, NumPy has functions that do linear algebra and Fourier transform operations. 

 

Sklearn: It is one of the most essential Python libraries for machine learning. Sklearn 

includes a number of tools for statistical modelling, classification, regression, clustering, and 

dimension reduction. 

Matplotlib: This is a library for data visualization. It is a Python open-source module for 

plotting graphs from model results. These charts may aid in comprehending the context of the 

findings. Various components of the findings may be visually presented to aid with 

comprehension. 

 

Seaborn: Seaborn is a library for data visualization in Python that is developed on top of 

matplotlib and tightly coupled with pandas’ data structures. Seaborn's key component is 

visualization, which aids in the exploration and comprehension of data. 

  

 

 

6 Data Pre-processing 

 

Data processing included several steps which are mentioned below. 
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6.1 Step 1 

Individual datasets were collected and then merged into a final single dataset. 

 

 
Fig 2: Individual datasets merged to form collected dataset. 

 

 

 
 

Fig 3: Merged dataset was cleaned of any null values. 

 

6.2 Step 2 

 

Dataset was balanced with equal amount of malicious and benign events to avoid any sort of 

overfitting. Here RapidMiner tool was used to up sample the natural(benign) data to equal 

level of attack data. 
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Fig 4: Un-balanced dataset 

 

 

 
Fig 5: RapidMiner up-sampling ‘natural’ events. 

 
 

 

 
Fig 6: Balanced dataset. 
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6.3 Step 3 

 

Unwanted and null values were removed from the dataset which might prevent classifiers 

from working as desired. 

 

 
Fig 7: Null values were dropped. 

6.4 Step 4 

 

The string values were replaced by numerical values. 

 

 
Fig 8: String values converted to numerical values. 

6.5 Step 5 

 

Dataset was divided into training and testing datasets further in 70% and 30% ratio. 

 

 
 

Fig 9: Dataset segmented into train and test sets. 
 

 

7 Classification Models 
 

This research work consists of 4 classification models using machine learning algorithms 

given below. 

 Random Forest 

 K-Nearest Neighbor 
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 Multilayer Perceptron 

 Stacked Ensemble Learning 
 

7.1 Random Forest classifier 

 

Random forest classifier was used in isolation to find out its performance on the dataset and it 

proved to be fair over most K-NN and MLP. 

 

 
Fig 10: Random Forest classifier code snippet. 

 

7.2 K-NN Classifier 

K-NN classifier was run in isolation over the dataset, and it proved to be fair over MLP but 

failed to succeed over other two models. 

 

 
Fig 11: K-NN classifier code snippet. 
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7.3 Multilayer perceptron (MLP) Classifier 

 

MLP classifier is an unsupervised classifier, and it was engaged in analyses of the dataset in 

isolation. The result did not stand fair to other models and accuracy could reach up to 53 % at 

the most. 
 

 
Fig 12: MLP classifier code snippet. 

 
 

7.4 Stacked Ensemble Classifier 

 

Stacked ensemble classifier is a hybrid classifier which takes output of other classifiers to 

compute the best performance and deliver it as result. All classifier described above were 

used as input for stacked ensemble classifier in this project and the final performance was 

computed, which stood higher that isolated classification outputs. 

 

 
 

Fig 13: Stacked ensemble classifier code snippet. 

 
 

8 Evaluation 
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Python code was used to calculate the statistical outputs of the classifiers mentioned above and graphs and 
matrices were produced.  
 

 
Fig 14: Snippet of python code for deriving confusion matrix 
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