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1 KDD’99 Dataset Unsupervised Deep Learning Im-

plementation

Before starting the experimental process of the research, there some requirements as
software and library. Users need to have software and libraries as can be seen in Table 1.

Software & Library Names
Python 3
Jupyter-Lab
pandas
numpy
tensorflow
sklearn

Table 1: Software & Library Names Requirements for KDD’99

Figure 1: Importing Libraries

Figure 2: Importing Dataset

After importing libraries before adding the feature columns to the dataset, null
columns are dropped.
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Figure 3: KDD’99 Dataset Feature Setup

Figure 4: KDD’99 Dataset Encoding Algorithm

Before creating deep learning model, dataset need to be encoded to numbers. After
setting up encoding algorithm, all features need to be encoded with following Figure 10.
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Figure 5: KDD’99 Dataset Encoding Features

Figure 6: KDD’99 Dataset Seperating Attacks

Normal tagged and attack tagged features need to be seperated into different data-
frame to train the deep learning model. While doing that ’outcome’ label has been
dropped in order to create unsupervised deep learning model.

Figure 7: KDD’99 Dataset Training First Deep Learning Model
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Figure 8: KDD’99 Dataset Deep Learning Model Results

After training dataset, it can be seen with using RMSE how accurate the first au-
toencoder model.

Figure 9: KDD’99 Dataset Deep Learning Model with Batch Normalization

Batch Normalization added to the model.

Figure 10: KDD’99 Dataset Deep Learning Model Scores with Batch Normalization
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2 KDD’99 Dataset Supervised Deep Learning Imple-

mentation

Figure 11: Importing Libraries

Importing libraries and dataset features are same with Section 1.

Figure 12: KDD’99 Dataset Encoding Features

Encoding features are same with the first section, the main difference will be keeping
outcome label in the dataset to create supervised deep learning model, which is artificial
neural network in this case.

Figure 13: KDD’99 Dataset ANN Training and Results
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3 UNSW-NB15 Dataset Unsupervised Deep Learn-

ing Implementation

Before starting the experimental process of this section, there some requirements as soft-
ware and library. Users need to have software and libraries as can be seen in Table
2.

Software & Library Names
Python 3
Jupyter-Lab
pandas
numpy
seaborn, matplotlib
keras
sklearn
xgboost, catboost, lightgbm, hdbscan
pyod

Table 2: Software & Library Names Requirements for UNSW-NB15

Figure 14: Importing Libraries & Dataset

Dataset file were combined because of they have been sent into two parts as ’training’
and ’testing’. After this process contamination was checked to see if there are any overlaps
or data corruptions after combination of these two files (28).
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Figure 15: Contamination Check & Fixing

Figure 16: Importing PYOD Library & Testing PYOD Algorithms
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Figure 17: COF & PCA Testing

Figure 18: IForest & KNN Testing

Figure 19: OCSVM & ABOD Testing
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Figure 20: HDBSCAN Testing

Figure 21: Creating Autoencoder with VAE

Figure 22: Loss of Autoencoders with this Dataset

4 UNSW-NB15 Dataset Supervised Deep Learning

Implementation

Dataset file were combined because of they have been sent into two parts as ’training’ and
’testing’. After this process contamination was checked to see if there are any overlaps
or data corruptions after combination of these two files (28).
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Figure 23: Importing Libraries & Dataset

Figure 24: Contamination Check & Fixing

With using Label Encoder attack categories were fitted into another data frame.

Figure 25: Low Correlated Feature Removal
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Figure 26: Machine Learning Classifiers & Results

Figure 27: Using CatBoost Machine Learning

Figure 28: ANN Creation
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5 CIC-IDS2017 Dataset Supervised Deep Learning

Implementation

Software & Library Names
Python 3
Jupyter-Lab
pandas
numpy
seaborn, matplotlib
sklearn
keras
tensorflow

Table 3: Software & Library Names Requirements for CIC-IDS-2017

Figure 29: Importing Libraries & Dataset

Figure 30: Encoding Features & Checking Number of Features
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To get a better result, benign number are limited to 2.5 times of attack values (31).

Figure 31: Balancing Benign & Attack Values

Unrelevant features are removed from the dataset before looking at correlation matrix
(39).

Figure 32: Feature Removal
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For feature elimination, feature importance library was used to decide.

Figure 33: Feature Importance

After getting results of feature elimination, correlation matrix was checked to make
sure.

Figure 34: Feature Selection
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Figure 35: Creating X & y Values for Neural Network

Figure 36: Artificial Neural Network Fitting Train & Test Values

Before training the neural network precision scores and f1-scores were checked to see
if data is fit correctly.

Figure 37: Accuracy & F1 Score
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Values are scaled with using MinMaxScaler before ANN training.

Figure 38: Scaling & Training Network

Figure 39: Printing Accuracy Score of Network
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