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1 Introduction

In order to fully configure the project ”Offloading the Computational Overhead of Al-
application to the Edge Devices for Face Mask Detection Using Hybrid Computing Frame-
work,” this paper was prepared. The main goal of this project is to use hybrid computing
to offload the computational burden for face mask identification to the edge devices. This
document supplements the project paper by focusing on the program’s technical features
in order to help a new user comprehend them and, if necessary, replicate them. It de-
scribes all the steps involved in data extraction and pre-processing in addition to the
model-building process. The application’s hardware prerequisites have also been spe-
cified.

1.1 Research Objective

The following research goals were the main focus of this study.

e To put into practice the architecture for cloud and hybrid computing.

e Face Mask Detection Application Implementation

e Implement the idea of ofoading and compare how well the cloud and hybrid com-
puting architecture function.

e Talk about the advantages and disadvantages of each strategy.

2 Section 2

We used Google Colab as our cloud platform for this project in order to train the models
utilized in the application. The interface of Google Colab, which is mostly used in
machine learning and data science workspaces and is primarily tailored for frameworks
like TensorFlow and Keras, is remarkably similar to that of Jupyter Notebook. The
second part of the project involves the use of local machines, where the GUI application
will be used to shift the processing burden to edge devices.



2.1 Cloud Server Configuration

Cloud Server Configuration
Operating System (OS) Ubuntu 22.04
Main Memory (RAM) 16 GB
CPU Cores 8
Hard Disk 500 GB
Tools and Libraries Webrtc, ngrok, TensorFlow,
keras, pandas and matplotlib

Figure 1: Server Configuration

2.2 Software Configuration

The Google Colab software environment and the Jupiter notebook for the deep learning
models are used to configure the software for this research project. All of the models were
programmed in the Python programming language using version 3.6.3. While conducting
this research, a large number of Python libraries were used. Tersonflow (2.5.0), Keras,
Matplotlib (3.3.3), Sklearn, Pandas, Numpy, and other libraries are utilized.

3 Data Gathering

To use deep learning models, the first step is to gather data. The data should include
photographs of people wearing and not wearing masks, which have been gathered from
Kaggle (Face Mask Detection Dataset, 2022). The dataset includes 7500 RGB photos
that are divided into with mask and without mask categoriesWang et al.| (2019)). There
are around 3700 photographs of faces with masks and 3800 images of faces without masks
in the dataset, which is balanced. the sample dataset with labels that have and don’t
have masks.

4 Data Transformation

4.1 Data Pre-processing Image Augmentation

The facemask data needs to be pre-processed, where the height and width of images
are set to (160X160) size, in order to improve the model performances and outcomes.
Photos have been enhanced by storing the existing images with two additional camera



perspectives and performing rotation and flip operations at various angles
has built-in functionality for data augmentation|Zhang et al.| (2018).

data_augmentation = keras.Sequential (

[

layers.RandomFlip( "horizontal",

input shape=(img_ height,
img_width,
3)),
layers.RandomRotation(0.1),
layers.RandomZoom(0.1),

[ 1 plt.figure(figsize=(10, 10))
for images, _ in train ds.take(l):
for i in range(9):
augmented_images = data_augmentation(images)
ax = plt.subplot(3, 3, i + 1)
plt.imshow(augmented images[0].numpy().astype("uint8"))
plt.axis("off")

Figure 2: Data Pre-processing and Image Augmentation

Results after Data Augmentation

. TensorFlow

Figure 3: Data Pre-processing and Image Augmentation Results

4.2 Exploratory Data Analysis

Here, we used Python libraries to complete the data analysis.



import matplotlib.pyplot as plt

plt.figure(figsize=(10, 10))

for images, labels in train ds.take(l):
for i in range(9):
ax = plt.subplot(3, 3, i + 1)
plt.imshow(images[i] .numpy() .astype( "uint8"))
plt.title(class_names[labels[i]])
pPlt.axis("off")

Figure 4: Data visualization EDA using python library

4.3 Model Training

There are two different models that have been used to accurately classify photos with
and without masks. MobileNet and Convolutional Neural Network (CNN) are the models
utilized in this study. among which the pre-trained mobilenet model is. TensorFlow and
the Keras library have been used to train the model, with a total of 10 epochs.

inputs = tf.keras.Input(shape=(160, 160, 3))
data augmentation(inputs)
normalization layer(x)

base model(x, training=

X = global average layer(x)

x = tf.keras.layers.Dropout(0.2)(x)
outputs = prediction layer(x)

model = tf.keras.Model(inputs, outputs)

Figure 5: different layers for the model training

Constructing the model using the loss function and dam optimiser(optimizer, loss
function, learning rate)



base_learning_rate = 0.0001
model.compile(optimizer=tf.keras.optimizers.Adam(learning_ rate=base learning_ rate),

loss=tf.keras.losses.BinaryCrossentropy(from logits= )
metrics=[ 'accuracy'])

model.summary ()

Model: "model_ 1"

Layer (type) Output Shape

input_4 (InputLayer) [ (None, 160, 160, 3)]

sequential_1 (Sequential) (None, 160, 160, 3)

Figure 6: Compiling the model

4.4 Graph Validation
Accuracy and loss will be validated through the use of graph validation.

acc = history.history[ 'accuracy']
val_acc = history.history[ 'val accuracy']

loss = history.history[ 'loss']
val loss = history.history[ 'val loss']

epochs_range = range(epochs)

plt.figure(figsize=(8, 8))
plt.subplot(1l, 2, 1)

plt.plot(epochs_range, acc, label='Training Accuracy')

plt.plot(epochs_range, val_acc, label='Validation Accuracy')
plt.legend(loc="'lower right')
plt.title( 'Training and Validation Accuracy')

plt.subplot(1l, 2, 2)

plt.plot(epochs_range, loss, label='Training Loss')
plt.plot(epochs range, val loss, label='Validation Loss')
plt.legend(loc="'upper right')

plt.title( 'Training and Validation Loss')

plt.show()

Figure 7: Graph validation

Results after validation
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Figure 8: Graph validation Results

5 Implementation

The application will be created and deployed across both architectures after the best face
mask classification model has been determined (Cloud-server and Hybrid Computing).
These architectures are implemented with the aid of a number of tools and technologies.

Before moving forward with either architecture, various prerequisites need to be con-
firmed.

1. Install python and check the version.



(base) sumitverma@PSumits—-MacBook-Air Downloads % python —-version

Python 3.9.7
(base) sumitverma@Sumits-MacBook-Air Downloads % [J

Figure 9: Python version

2. Install pip and check the version.

(base) sumitverma@Sumits—MacBook-Air Downloads % pip —-version

pip 21.2.4 from /Users/sumitverma/opt/anaconda3/lib/python3.9/site-packages/pip (python 3.9)
(base) sumitverma@Sumits-MacBook-Air Downloads %

Figure 10: Pip version

3. For the real-time video-based application, WebRTC is also required.
4.Install ngrok since the system needs https to access the webcam.

(Ctrl+C to quit]

Account Sumit Verma (Plan: Free)
Version 3.0.6

Region Europe (eu)

Latency 47ms

Web Interface http://127.0.0.1:4040

Forwarding https://84eb-2a02-8084—6aaB-8800-c541-cd9c—fe47-8d1d.eu.ngrok.io

Connections ttl opn rtl rts p5@ p9e
%} 0 0.00 0.00 0.00 0.00

Figure 11: Ngrok

5.1 Implementation of Cloud-Based Architecture

For the cloud-based architecture, the edge device browser sends the video stream frame
by frame to the cloud server. Web-RTC is used for this communication between the edge
device browser and the cloud server.

The image is preprocessed on the server before being sent to the model for inference.
Because this transfer and processing take place for each frame, the load on the system
grows as more application users are added.

5.2 Implementation of Hybrid-Computing Based Architecture

The edge device downloads the Al assets (model and logic) on the client side and puts
them in the local storage of the browserShahidinejad and Ghobaei-Arani| (2020). No data
is transferred to the cloud after the model is downloaded; instead, the system runs the
model on the client side as needed (locally).

7



Due to the elimination of network latency in the transfer of video frames from client
to server and vice versa in hybrid computing architecture. Because there is no calculation
burden on the server connected with each user, the system is extremely scalable.

O 8 = 6a2b-103-176-10-213.ngrok.io

O 4= 6a2b-103-176-10-213.ngrok.io

Hybrid Computing for mask detection Hybrid Computing for mask detection

Figure 12: Identification of Face Mask using Laptop (Hybrid Computing)

6 Evaluation

Here, we conducted two studies in which CPU usage was calculated as the number of
users rose. For any form of processing in this design, the cloud server is completely
dependent. Consequently, a notable increase in CPU consumption has been seen as the

number of users has increased.

Cloud-Server Architecture (CPU Utilization vs Number of Users)
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Figure 13: CPU Utilization

Utilization of network bandwidth. Because the program solely relies on the cloud
server, a significant amount of bandwidth is used to receive and transmit back video



frames. The network consumption of the cloud server with regard to various user counts
is shown on a line graph. On cloud servers, a noticeable rise in network usage has been
seen along with an increase in users. Due to network connection latency problems, a
delay in the video frames has been seen when the application is operating.

Cloud-Architecture Network Bandwidth (in KBPS) based on No. of Users

500
400
300

200

Network Bandwidth (in KBPS)

100

1 2 3 4 S

Number of Users

Figure 14: Network Bandwidth
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