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1 Introduction 
 

Configuration manual aids the reader to gain knowledge regarding system requirements, 

setup, and software specifications used for research DynamicForecast (DF). 

 

2 System Configuration 

2.1 Hardware Specification 
 

• Model: HP Pavilion x360 Convertible 14-dg0xxx 

• Processor: Intel(R) Core (TM) i5-8265U CPU @1.60GHz 1.80 GHz 

• Operating System: Windows 10 

• RAM: 8.00 GB (7.83 GB usable) 

• Hard Disk: 256 GB 

 

3 Software Used 
 

To implement the proposed system, DF, set up the platform and environment in such a way 

that it should run machine learning and deep learning models.  

The software used for implementing DF is listed below; 

• Visual Studio Code 

• Anaconda 

To install packages of deep learning and machine learning, anaconda is used. Python is the 

programming language used to code this system. 

 

4 Procedures  
 

Step 1: Install all the software needed and install all libraries such as NumPy, sklearn, pickle, 

tkinter and so on using the command pip install “package”.  
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Fig 1: Importing libraraies 

 

Step 2: Pre-process the dataset. Figure 2 indicates snap of one dataset used. 
 

 
Fig 2: Grid 5000 workload dataset 

 

This dataset is pre-processed by discarding all the data except job arrival time. So that 

dynamic variation can be captured. Figure 3 depicts the code for removing unnecessary data, 

normalization of data using the MinMaxScalar function, and printing needed data. Figure 4 

indicates the output for pre-processing step. The output is obtained from the command 

prompt after running the command “python pre1.py”. 
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Fig 3: Snippet for  Preprocessing of the dataset 

 

 

 
 

Fig 4: Output obtained for pre-processed dataset (filtering and normalization) 

 

Filtering of dataset 

Normalization 
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Step 3a) Code each and every predictor in the pool [1]  of DF. Figure 5 illustrates the 

predictors in the pool. While coding the predictor, a portion of dataset is given for testing and 

training. 

 
Fig 5: Predictors in predictor pool 

 

Step 3b) The figure 6 depicts the code for predictor LR (Logistic Regression). The 

highlighted area shows that 20% of data has been given to testing and training of the model. 

Figure 7 illustrates the output obtained for LR model. 

 

MAPE calculation 

Dataset loading 
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Fig 6 : LR code snippet 

 

 
Fig 7: Output for LR 

Step 3c) The figure 8 depicts the code for predictor LASSO (Least Absolute Shrinkage and 

Selection Operator). The highlighted area shows that 20% of data has been given to testing 

and training of the model. Figure 9 illustrates the output obtained for LASSO model. 

 
 Fig 8: LASSO code snippet 

 
Fig 9: Output for LASSO 

 

Step 3d) The figure 10 depicts the code for predictor RIDGE. The highlighted area shows 

that 20% of data has been given to testing and training of the model. Figure 11 illustrates the 

output obtained for RIDGE model. 

Training and testing of predictor 
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Fig 10: RIDGE code snippet 

 
Fig 11: Output for RIDGE 

Step 3e) The figure 12 depicts the code for predictor SVR (Support Vector Regression). The 

highlighted area shows that 20% of data has been given to testing and training of the model. 

Figure 13 illustrates the output obtained for SVR model. 

 

 
Fig 12: SVR code snippet 

 

 
Fig 13: SVR output 
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Step 3f) The figure 14 depicts the code for predictor Stochastic Gradient Descent (SGD). The 

highlighted area shows that 20% of data has been given to testing and training of the model. 

Figure 15 illustrates the output obtained for SGD model. 

 
Fig 14: SGD code snippet 

 

 
Fig 15: Output for SGD 

 

Step 3g) The figure 16 depicts the code for predictor LAR (Least Angle Regression). The 

highlighted area shows that 20% of data has been given to testing and training of the model. 

Figure 17 illustrates the output obtained for LAR model. 

 
Fig 16: LAR code snippet 
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Fig 17: Output for LAR 

Step 3h) The figure 18 depicts the code for predictor HUBER. The highlighted area shows 

that 20% of data has been given to testing and training of the model. Figure 19 illustrates the 

output obtained for HUBER model. 

 
Fig 18: HUBER code snippet 

 

 
Fig 19: Output for HUBER 

 

 

Step 3i) The figure 20 depicts the code for predictor ARIMA (Autoregressive Integrated 

Moving Average). The highlighted area shows that 20% of data has been given to testing and 

training of the model. Figure 21 illustrates the output obtained for ARIMA model. 



9 
 

 

 
Fig 20: ARIMA code snippet 

 

 
Fig 21:  Output for ARIMA  

 

Step 3j) The figure 22 depicts the code for predictor Long Short Term Memory (LSTM). The 

highlighted area shows that 20% of data has been given to testing and training of the model. 

Figure 23 illustrates the output obtained for LSTM model. 
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Fig 22: LSTM with Adams optimization code snippet 

 

Code for Adams optimization 
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Fig 23: Output of LSTM module with Adams optimization 

 

 

Step 4) The next step is to create four ensemble models according to the least MAPE value 

obtained. The figure 24 and figure 25 illustrate the code and output for ensemble model 

creation respectively.  
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Loading the models created 

by each predictor 

Defining list for 4 ensemble models 
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 Window declaration as 1 
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Initialization of each list by each predictor 
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Fig 24: Code snippet for ensemble model creation 

MAPE Comparison 

MAPE sorting for the predictors 

Each window have 25 predictions (variable ; cnt) 

Predictions are saved to temp.csv (workload repository) 

tory) 

Print the list of 4 ensemble model with least MAPE 

Plotting actual and predicted values 

and saving the plot  
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Fig 25: Output obtained for simulate.py 

 

Step 5) Tkinter is the UI used, which shows the MAPE value obtained after selecting the 

predictor. The figure 26 and 27 demonstrates the code snippet and output obtained for the 

same. 

 
 

 

Loading libraries for tkinter (gui unit) 

Login page and credentials setup 
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Features of box in output  

Calling the function run from simulate.py 
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Fig 26: Code snippet for GUI 
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Fig 27: Output obtained for gui.py 

Step 6) Similarly, repeat the steps from 2. Use the datasets LCG and NORDU from [2] 

instead of Grid 5000.  
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