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Dynamic Virtual Machine Migration using Ensemble

Regressor based controller to reduce the Green energy

wastage and Optimal Utilization of Resources towards
Green Computing - Configuration Manual

Lalit Rakesh Agrawal
19226331

1 Introduction

The Configuration manual outlines various steps that need to be performed by the user in
order to successfully implement the project. The manual focuses on multiple aspects such as
the System Configuration and libraries/ modules used in the project. Moreover, this manual
includes step-by-step instructions to install all the software and libraries used and also
focuses on commands needed to spawn key components of the architecture i.e. broker,
cluster, and provisioner. The procedure of data generation and running notebooks for
evaluation purposes are also covered in this manual.

2 System Configuration
2.1 Hardware Specification

* Processor: 11th Gen Intel(R) Core (TM) i5-11300H @ 3.10GHz, 2611 Mhz, 4 Core (s)
* Operating System: Ubuntu 20.04 (Linux) or above

*« RAM: 8.00 GB

« Storage (SSD): 50 GB

3 Software Installation

3.1 Python

Implementation is been done using python as a coding language, Python is utilized so that the
implementation can be carried out Downloads of the Python software are available at the
following website: https://www.python.org/downloads/. Python 3.8 is the minimum required
version.

root@ip-172-31-43-162:~# python3 -V
Python 3.10.4

root@ip-172-31-43-162:~# |

Figure 1: Python Version


https://www.python.org/downloads/

3.2 Pip Installation

Pip stands for “Pip Installs Packages” which is a package manager. Python packages and
libraries are installed using the “pip” command. Pip can be installed using the following
command on ubuntu “sudo apt install python3-pip”

root@ip-172-31-45-67:~% plp --version

pip 22.0.2 from /usr/lib/python3/dist-packages/pip (python 3.10)
Figure 2: Pip Version

root@ip-172-31-45-67:~# apt wnstall python3-pip
Reading package lists... Done
Building dependency tree... Done
Reading state information ... Done
The following additional packages will be installed:
build-essential bzip2 cpp cpp-11 dpkg-dev fakeroot fontconfig-config fonts-dejavu-core g+ g+-11

libalgorithm-diff-xs-perl libalgorithm-merge-perl libasan6 libatomicl libc-dev-bin libc-devtools
libfakeroot libfile-fcntllock-perl libfontconfigl libgcc-11-dev 1ibgd3 libgompl 1ibis123 libtitmil
liblsan® 1ibmpc3 1libnsl-dev libpython3-dev libpython3.10 1ibpython3.10-dev 1libpython3.10-minumal
libtirpc-dev libtirpc3 libtsan® libubsanli 1ibwebp7 1ibxpm4 linux-libc-dev lto-disabled-list make
rpcsvc-proto z1liblg-dev

Figure 3: Pip installation

3.3 Python Libraries

Multiple Python libraries are been used in order to implement the Al Controller. Following is
the list of Libraries that are been used.

TensorFlow
sklearn
pandas
matplotlib
numpy

3.4 TensorFlow Installation

Tensor Flow version - v2.9

TensorFlow is a library used for machine learning and deep learning that facilitates the
development of large-scale neural networks [1]. Ubuntu users can run “pip install -U
tensorflow” to install and update the library.

root@ip-172-31-45-67:~# pip wnstall -U tensorflow
Collecting tensorflow
Downloading tensorflow-2.9.1-cp310-cp310-manylinux 2 17 x86 6 1 26 86_64.whl (511.7 MB)

01K1lled
root@ip-172-31-45-67 :~#

Figure 4: TensorFlow Installation

3.5 scikit-learn/sklearn Installation

Sckit-Learn Version - v1.1.2
Models for machine learning can be constructed with the help of the scikit library [2]. Ubuntu
users can run “pip install -U sklearn” to install and update the library.
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root@ip-172-31-45-67: /home/ubuntu# pip install -U sklearn
Collecting sklearn

Downloading sklearn-0.0.tar.gz (1.1 kB)

Preparing metadata (setup.py) ... done
Collecting scikit-learn

Downloading scikit learn-1.1.2-cp310-cp310-manylinux 2 17 x86

Collecting joblib>1.0.0
Downloading joblib-1.1.0-py2.py3-none-any.whl (306 kB)

Collecting numpy = 1.17
Downloading numpy-1.23.1-cp310-cp310-manylinux_2_17_x86_64.ms
Collecting scipy=1.3 B
Downloading scipy-1.9.0-cp310-cp310-manylinux 2 17 x86 64. inux26 86_64.whl (43.9 MB)

Collecting threadpoolctl=2.0.0
Downloading threadpoolctl-3.1.0-py3-none-any.whl (14 kB)
Building wheels for collected packag sklearn
Building wheel for sklearn (setup.py) ... done
Created wheel for sklearn: filename=sklearn-0.0-py2 none-any.whl size=1310 sha256=301068d97afc504d0963ea7f57
Stored in directory: /root/.cache/pip/wheels/9b/13/01/6f3a7fd641f90el1f6c8c7cdedos57f 451f340371c68f3d
fully built sklearn
Installing collected packages: threadpoolctl, numpy, joblib, scipy, scikit-learn, sklearn
fully installed joblib-1.1.0 nump 1 scikit-learn-1.1.2 scipy-1.9.0 sklearn-0.0 threadpoolctl-3.1.0

Figure 5: scikit-learn Installation

3.6 Pandas Installation

Pandas - v1.4.3

The Pandas library supports the import of data from a variety of file formats, including CSV,
JSON, SQL, and Microsoft Excel, among others. Additionally, it enables operations such as
data merging, cleaning, and other manipulations [3]. Ubuntu users can run “pip install
pandas” to install pandas.

root@ip-172-31-45-67: /home/ubuntu# pip install pandas
Collecting pandas

Downloading pandas-1.4.3-cp310-cp310-manylinux 2 17 x86 64.manylinux2014 x86 whl (11.6 MB)

5 /s eta

Requirement already satisfied: numpy=1.21.6 in /usr/local/1ib/python3.16/dist-packages (from pandas) (1.23.1)
Requirement already satisfied: pytz 220620.1 in /usr/lib/python3/dist-packages (from pandas) (2022.1)
Collecting python-dateutil 22.8.1

Downloading python_dateutil-2.8.2-py2.py3-none-any.whl (247 kB)

eta )

Requirement already satisfied: sixz1.5 in fusr/lib/python3/dis ;pag ages h-‘r(-xr-n python-dateutil 22.8.1—>pandas) (1.16.0)
Installing collected packages: python-dateutil, pandas

Figure 6: Pandas Installation

3.7 matplotlib Installation

matplotlib - v3.5.3

The matplotlib is used to create a visualization of the data generated into a graphical format
[4]. This visualization is then used for evaluation purposes. Ubuntu users can run “pip install
matplotlib™ for installation.



root@ip-172-31-45-67: /home/ubuntu# pip install matplotlib
Collecting matplotlib
Downloading matplotlib-3.5.3-cp310-cp31@-manylinux_2_17_x8 i 1 6_64.whl (11.9 MB)

Collecting fonttools=4.22.0
Downloading fonttools-4.34.4-py3-none-any.whl (944 kB)

Collecting packaging=20.0
Downloading packaging-21.3-py3-none-any.whl (40 kB)

Requirement already satisfied: pyparsing=2.2.1 in /fusr /lllx/pythc 1 (from matplotlib) (2.4.7)
Requirement already satisfied: python-dateutil=2.7 in ,n’u%r/10(&1/11[),lpyth(m:i.10/(!“‘[ packages (from matplntllh) (2.8.2)
Collecting cycler 20.10

Downloading cycler-0.11.0-py3-none-any.whl (6.4 kB)
Requirement already satisfied: numpy = 1.17 in /usr/local/lib/python3.108/dist-packages (from matplotlib) (1.23.1)
Collecting pillow=6.2.0

Downloading Pillow-9.2.0-cp318-cp310-manylinux 2 28 x86 | _64. whl f 2 MB)

Collecting kiwisolver 21.0.1
Downloading kwwisolver-1.4.4-cp310-cp31@-manylinux_2 64 .mé nux2010_x86_64.whl (1.6 MB)

Requirement already satisfied: six21.5 in fusr/lib/python D g om python-dateutil 2 2.7 —>matplotlib) (1.16.08)
Installing collected packages: pillow, packaging, kiwisolver, s, yCIEI matp'l(:tllh
S ssfully installed cycler-0.11.0 fonttools-4.34.4 kiwisolver-1.4.4 matp'l.cxt'lllx 3 packaging-21.3 pillow-9.2.0

Figure 7: matplotlib Installation

3.8 Juypter Notebook Installation

Jupyter Notebook is the most recent iteration of an interactive development environment that
is web-based and designed for notebooks, code, and data. Because of its adaptable user
interface, users are able to configure and organize workflows in a variety of fields, including
data science, scientific computing, computational journalism, and machine learning [5].
Ubuntu users can run “sudo apt-get -y install jupyter” for installation.

root@ip-172-31-45-67:/home/ubuntu# sudo apt-get -y install jupyter
Reading package lists... Done

Buildwng dependency tree... Done
Reading state information... Done
The following additional packages will be 1installed:

Figure 8: Juypter Notebook Installation

4 Implementation
4.1 Data Generation

The data were generated taking into account the user cycle and the energy cycle, both of
which are periodic and have an element of randomness. As a result, a sin wave function was
used to generate the dataset, with the load and energy generation increasing and decreasing
over time. The Generated data is stored in a PKL file which is later used by the Machine
Learning model to train the data. The user should run the following command to data
generation “python3 data_gen.py”. The user cycle data and the energy cycle data will be
generated at ““./basic/user_data.pkl” and “./basic/energy_data.pkl” locations respectively.

ubuntu@ip-172-31-43-162:~/green_computing$ python3 data gen.py
cluster done
cluster done

cluster done
ubuntu@ip-172-31-43-162:~/green_computing$ [

Figure 9: Data Generation Output




4.2 Model Training and Prediction.

Once all the libraries and software users can implement the project on the system. To
implement the project user needs to run all the algorithms used in the project i.e Linear
regressor, Support vector regressor, Bayesian regression, and Ensemble regressor using the

following commands. These are the following commands: -

e python3 Ir_demo.py > Ir_demao.txt

e python3 svm_demo.py > svm_demo.txt
e python3 bay_demo.py > bay_demao.txt
e python3 em_demo.py > em_demo.txt

ubuntu@ip-172
ubuntu@ip-172-31-43-162:~/green_computing$ cat lr demo.txt

(985,
(985,
[ 6.08865804 7.81642744
(985,
(985,
[6.02432279 4.83571498 4.
(985,
(985,

[6.13725579 7.77114197 4.

0 on
on
on
on
on
on
on
on
on
on

O~ U & Wk =

9

10 on
11 on

ubuntu@ip-172-31-43-162

)
)

)
)

)
)

cluster_1
cluster_1
cluster_1
cluster_1
cluster_1
cluster_1
cluster_1
cluster_1
cluster_1
cluster_1

cluster

31-

processed
processed
processed
processed
processed
processed
processed
processed
processed
processed

cluster_1 processed 1.06
1

162:~/green_computing$ python3 1r_demo.py > 1lr_demo.txt

5.00125057 10.21750544 7.44408701]
95816987 7.81020121 3.11631053]

06542949 6.19450373 5.56961982]
.0638294199067728
.0638294199067728
294199067728
: 294199067728
.0638294199067728
294199067728
- 294199067728
.0638294199067728
294199067728
294199067728
38294199067728

[l o e e e e e e

.06

hrocessed 1.0638294199067728

Figure 10: Logical Regression Model Traning and Prediction output.

i~/green_computing$ python3 svm_demo.py > svm_demo.txt

ubuntu@ip-172-31-43-162:~/green_computing$ cat svm_demo.txt

(985,
(985,

)
)

[7.22959749

(985,
(985,

)
)

[7.50657954 6

(985,
(985,

[1.9888233

0

1
>
4
5
6
7
8

on
on
on
on
on
on
on
on
on
9 on
10 on

[{=]

)
)

cluster_ 1
cluster_ 1
cluster_1
cluster_1
cluster_1
cluster_ 1
cluster_1
cluster_1
cluster_1
cluster_1

cluster 1 processed 1.06

.66611966

4 3.84697726 0.

processed
processed
processed
processed
processed
processed
processed
processed
processed
processed

72898506 1.21350966 0.05639016 ]

3.40321593 4.01951968]

3097 3.65729988 4.
38294199067728
294199067728
294199067728
294199067728
294199067728
294199067728
294199067728
294199067728
294199067728
294199067728
38294199067728

69640667 ]

e e e e

Figure 11: SVR Model Traning and Prediction output.
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ubuntu@ip-172-: J i~/green_computing$ python3 bay demo.py = bay demo.txt
ubuntu@ip-172-3 i~/green_computing$ cat bay demo.txt

(985,)

(985, )

[5.90256053 7.59456263 4.75894555 9.94017157 6.88924431]

(985,)

(985, )

[5.81910949 4.64260802 4.72713088 7.52747563 2.75666391]

(985, )

(985, )

[5.65700115 7.02549002 3.
0 on cluster 1 processed
on cluster 1 processed
on cluster 1 processed 294199067728
on cluster 1 processed 294199067728

62178414 7.16636733 6.13942056]
1
1
1
1
on cluster_1 processed 1.0638294199067728
1.06°
1
1
1
1

294199067728
294199067728

on cluster 1 processed 294199067728
on cluster_1 processed 294199067728
on cluster 1 processed 294199067728
on cluster_1 processed 294199067728

OO~ U B WN e

on cluster_1 processed 1. 294199067728
10 on cluster 1 processed 1.0638294199067728

Figure 12: Bayesian Model Traning and Prediction output.

ubuntu@ip-172-31-43-162:~/green_computing$ python3 em demo.py > em demo.txt
ubuntu@ip-172-31-43-162:~/green_computing$ cat em_demo. txt
(985, )
(985, )
[1.80029216 3.55034161 1.26926736 7.00970239 4.12613822]
(985,)
(985, )
[1.6824564 1.35529129 1.48142686 4.79484802 0.731838866 ]
(985, )
(985, )
[4.07515695 5.33109798 2.38962851 5.00338259 5.03763746]
0 on cluster 1 processed 1.0638294199067728
on cluster 1 processed 294199067728
on cluster_ 1 processed 8294199067728
on cluster 1 processed 1.0638294199067728
on cluster 1 processed 38294199067728
on cluster_1 processed 1.0638294199067728
on cluster 1 processed 1.0638294199067728
on cluster 1 processed 1.0638294199067728
on cluster_1 processed 1.0638294199067728
on cluster 1 processed 1.0638294199067728
10 on cluster 1 processed 1.0638294199067728
Figure 13: Ensemble Model Traning and Prediction output.
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Once all the algorithm files are executed. The prediction Accuracy graph can be plotted by
running the following command “python3 provisioner.py”. Users can see the prediction
Accuracy graphs for all the models as shown below.



ubuntu@ip-172-31-43-162:~/green_computing$ python3 provisioner.py X

(485,)
[ 6.08865804 7.81642744 5.00125057 10.21750544 7.444087601]

(485,) predcition accuracy of linear regression
(485,)

[7.22959749 5.11266266 5.72898506 1.21350966 0.05639016]

[5.90256053 7.59456263 4.75894555 9.94017157 6.88924431]
(485,)
(485,)
[1.80029216 3.55034161 1.26926736 7.00970239 4.12613822]

2
=
c
>
2
]
c
]

—— real energy
predicted energy

200 300
time in hrs

Figure 14: Prediction Accuracy for Linear Regression

ubuntu@ip-172-31-43-162:~/green_computing$ python3 provisioner.py X
(485,)
(485,)

[ 6.08865804 7.81642744 5.00125057 10.21750544 7.44408701] . .
(485,) predcition accuracy of Support Vector Regression
(485,) 70
[7.22959749 5.11266266 5.72898506 1.21350966 0.05639016]
(485,)
(485,) 60
[5.90256053 7.59456263 4.75894555 9.94017157 6.88924431]
(485,)
(485,) 50
[1.80029216 3.55034161 1.26926736 7.00970239 4.12613822]
£ w0
€ \
>
2 30 J
g Pl \
(V] 1 '1’
20 [ “’
L |
[\ \l b L{
¥ |
1 \
10 1 ' || 1
0 —— real energy v
04 - predicted energy
0 100 200 300 400 500
time in hrs
#ft € 2 P Q =

Figure 15: Prediction Accuracy for Support Vector Regression.



ubuntu@ip-172-31-43-162:~/green_computing$ python3 provisioner.py X
(485, )

(485, )

[ 6.08865804 7.81642744 5.00125057 10.21750544 7.44408701]

(485, )

(485,)

[7.22959749 5.11266266 5.72898506 1.21350966 0.05639016]

predcition accuracy of Baysian

70 A

2 ’ % 3 4. & .8892 60 ﬁ |
(485,) f
[1.80029216 3.55034161 1.26926736 7.00970239 4.12613822] 50 A |
i | R
% ' J |

| | ’
=1 |f '\ k! L =
f | |
201 {1

—— real energy
predicted energy

energy in (kw)

T T T T T T
0 100 200 300 400 500
time in hrs

70
[7.22950749 5.11266266 5.72898506 1.21350966 0.05639016] . )
(485, ) |
(485,) 60 - d | h A M
[5.90256053 7.59456263 4.75894555 9.94017157 6.88924431] 1 |
(485,) I f |
(485, ) 50 k | \ |
[1.80029216 3.55034161 1.26926736 7.00976239 4.12613822] | |
i [ |

| \

H
o
——
-
Eeee
-

energy in (kw)
8
—

= N
1) o

—c\“__—

’ﬂ_-‘—

—_— )
(‘

,.——-'r

i

PE—

—— real energy
predicted energy |

o
s

0 100 200 300 400 500
time in hrs

€ & % Q = B

Figure 17: Prediction Accuracy for Ensemble.

From the above Prediction Accuracy graphs, it can be derived that the proposed Ensemble
regression has a minimal between the predicted energy and actual energy.

4.3 Evaluation Based on Energy Wasted

For a comparative analysis, the total green energy wastage by each algorithm is combined.
For which user need to run following jupyter notebooks.

Ir_demo_eda.ipynb
svm_demo_eda.ipynb
baysian_demo_eda.ipynb
em_demo_eda.ipynb

Note: -User should Run all the cells of the notebooks mentioned above.



Activities ® Google Chrome

— green_computing/ x | & em_demo_eda - Jupyte x | +

Aug 14 21:43

C @ localhost:8888/notebooks/green_computing/em_demo_eda.ipynb
s
—_Jupyter em_demo_eda (unsaved changes)

File Edit View Insert Cell Kernel Widgets Help

5+ xon +v[fm o m

In [36]: from wave gen import *
import matplotlib.pyplot as plt
import numpy as np
import pickle

In [37]: N = 500

In [38]: #load the energy data
energy data = []

with open(f'./basic/energy data.pkl',6'rb') as f:

energy data = pickle.load(f)
#separate the data

el = energy data[O][:N]
e2 = energy data[l][:N]
e3 = energy_data[2][:N]

#plot the data
#plot the data
plt.plot(el,label="cluster-1")
plt.plot(e2,label="cluster-2")
plt.plot(e3,label="cluster-3"')

Figure 18: Execution of Ensemble Notebook

— green_computing/ x | & em_demo_eda - Jupyte x | +

C @ localhost:8888/notebooks/green_computing/em_demo_eda.ipynb

" Jupyter em_demo_eda (autosaved)

File Edit View Insert Cell Kernel Widgets Help
B+ = A& B 4 % PR B C W cCode v

In [50]: #wastage of energy

wl = np.sum(list(idle 1 data.values()))
w2 = np.sum(list(idle 2 data.values()))
w3 = np.sum(list(idle 3 data.values()))

plt.bar(height=[wl,w2,w3],x=["'cl',"'c2"',"'c3'],width=0.3)

plt.title('wastage of green energy (kw)')
plt.xlabel('clusters')

plt.ylabel('enregy wastage(kwh)"')
plt.show()

wastage of green energy (kw)

17500

15000

12500

10000

7500

enregy wastage(kwh)

5000

2500

cl 2
dusters

a

Figure 19: Wastage of Energy based on Ensemble Regressor
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