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1 Introduction 
 

The Configuration manual outlines various steps that need to be performed by the user in 

order to successfully implement the project. The manual focuses on multiple aspects such as 

the System Configuration and libraries/ modules used in the project. Moreover, this manual 

includes step-by-step instructions to install all the software and libraries used and also 

focuses on commands needed to spawn key components of the architecture i.e. broker, 

cluster, and provisioner. The procedure of data generation and running notebooks for 

evaluation purposes are also covered in this manual. 

 

2 System Configuration 

2.1 Hardware Specification 
 

• Processor: 11th Gen Intel(R) Core (TM) i5-11300H @ 3.10GHz, 2611 Mhz, 4 Core (s) 

• Operating System: Ubuntu 20.04 (Linux) or above 

• RAM: 8.00 GB 

• Storage (SSD): 50 GB  

  

3 Software Installation 

3.1  Python 

Implementation is been done using python as a coding language, Python is utilized so that the 

implementation can be carried out Downloads of the Python software are available at the 

following website: https://www.python.org/downloads/. Python 3.8 is the minimum required 

version. 

 

 
 

Figure 1: Python Version 

 

https://www.python.org/downloads/
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3.2 Pip Installation  

Pip stands for “Pip Installs Packages” which is a package manager. Python packages and 

libraries are installed using the “pip” command. Pip can be installed using the following 

command on ubuntu “sudo apt install python3-pip” 

 

 
Figure 2: Pip Version 

 

 
Figure 3: Pip installation 

 

3.3 Python Libraries  

Multiple Python libraries are been used in order to implement the AI Controller. Following is 

the list of Libraries that are been used. 

 

• TensorFlow  

• sklearn  

• pandas  

• matplotlib  

• numpy 

 

3.4 TensorFlow Installation 
 

Tensor Flow version - v2.9 

TensorFlow is a library used for machine learning and deep learning that facilitates the 

development of large-scale neural networks [1]. Ubuntu users can run “pip install -U 

tensorflow” to install and update the library.  

 

 
Figure 4: TensorFlow Installation 

 

3.5 scikit-learn/sklearn Installation 
 

Sckit-Learn Version - v1.1.2 

Models for machine learning can be constructed with the help of the scikit library [2]. Ubuntu 

users can run “pip install -U sklearn” to install and update the library. 
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Figure 5: scikit-learn Installation 

 

3.6 Pandas Installation 
 

Pandas - v1.4.3 

The Pandas library supports the import of data from a variety of file formats, including CSV, 

JSON, SQL, and Microsoft Excel, among others. Additionally, it enables operations such as 

data merging, cleaning, and other manipulations [3]. Ubuntu users can run “pip install 

pandas” to install pandas. 
 

 
Figure 6: Pandas Installation 

 

3.7 matplotlib Installation 
 

matplotlib - v3.5.3 

The matplotlib is used to create a visualization of the data generated into a graphical format 

[4]. This visualization is then used for evaluation purposes. Ubuntu users can run “pip install 

matplotlib” for installation. 

 



4 
 

 

 
Figure 7: matplotlib Installation 

3.8 Juypter Notebook Installation 
 

Jupyter Notebook is the most recent iteration of an interactive development environment that 

is web-based and designed for notebooks, code, and data. Because of its adaptable user 

interface, users are able to configure and organize workflows in a variety of fields, including 

data science, scientific computing, computational journalism, and machine learning [5]. 

Ubuntu users can run “sudo apt-get -y install jupyter” for installation. 

 

 
Figure 8: Juypter Notebook Installation 

 

 

4 Implementation 

4.1 Data Generation 
 

The data were generated taking into account the user cycle and the energy cycle, both of 

which are periodic and have an element of randomness. As a result, a sin wave function was 

used to generate the dataset, with the load and energy generation increasing and decreasing 

over time. The Generated data is stored in a PKL file which is later used by the Machine 

Learning model to train the data. The user should run the following command to data 

generation “python3 data_gen.py”. The user cycle data and the energy cycle data will be 

generated at “./basic/user_data.pkl” and “./basic/energy_data.pkl” locations respectively.  

 

 
Figure 9: Data Generation Output 
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4.2 Model Training and Prediction. 
 

Once all the libraries and software users can implement the project on the system. To 

implement the project user needs to run all the algorithms used in the project i.e Linear 

regressor, Support vector regressor, Bayesian regression, and Ensemble regressor using the 

following commands. These are the following commands: -  

 

• python3 lr_demo.py > lr_demo.txt 

• python3 svm_demo.py > svm_demo.txt 

• python3 bay_demo.py > bay_demo.txt 

• python3 em_demo.py > em_demo.txt 

 

 
Figure 10: Logical Regression Model Traning and Prediction output. 

 

 
Figure 11: SVR Model Traning and Prediction output. 
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Figure 12: Bayesian Model Traning and Prediction output. 

 

 

 
Figure 13: Ensemble Model Traning and Prediction output. 

 

 

Once all the algorithm files are executed. The prediction Accuracy graph can be plotted by 

running the following command “python3 provisioner.py”. Users can see the prediction 

Accuracy graphs for all the models as shown below. 
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Figure 14: Prediction Accuracy for Linear Regression 

 

 
Figure 15: Prediction Accuracy for Support Vector Regression. 
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Figure 16: Prediction Accuracy for Bayesian. 

 

 
Figure 17: Prediction Accuracy for Ensemble. 

 

From the above Prediction Accuracy graphs, it can be derived that the proposed Ensemble 

regression has a minimal between the predicted energy and actual energy. 

4.3 Evaluation Based on Energy Wasted 
 

For a comparative analysis, the total green energy wastage by each algorithm is combined. 

For which user need to run following jupyter notebooks. 

 

• lr_demo_eda.ipynb 

• svm_demo_eda.ipynb 

• baysian_demo_eda.ipynb 

• em_demo_eda.ipynb 

 

Note: -User should Run all the cells of the notebooks mentioned above.  
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Figure 18: Execution of Ensemble Notebook 

 

 
Figure 19: Wastage of Energy based on Ensemble Regressor 
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