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Abstract

Around the world, the advancement and utilization of mobile devices have been increas-
ing tremendously. In spite of the improvement and evolution of these devices, they are still
considered as resource constrained devices because of its portability. The advancement in
mobile device technology results in enabling them to execute complex applications and/or
programs seamlessly but consumers are becoming more demanding and expecting the bat-
tery to last longer along with execution of multiple intensive tasks. Hence, Mobile Cloud
Computing (MCC) plays an important role in order to enhance the capabilities of devices
using offloading methods. In this paper, a novel algorithm has been proposed called Decision
Making Engine (DME) which will be executed on a mobile device to give suggestion whether
to offload task to the cloud or to run it locally on a device. It evaluates various parameters
such as battery information, hardware specifications (Memory usage) and network accessib-
ility before providing any suggestion. Task offloading has ability to free some memory and
to extends battery life which improves the device performance. An android application and
a microservice with Fibonacci series are developed to evaluate the experiment. The exper-
imental results show that the DME works as expected and based on the execution time in
the two environments, the execution time significantly reduces when performing execution
on the cloud than on the local device. Cloud execution also free-up device resources for
other tasks.

1 Introduction

There has been a remarkable increase over the last few years in the usage of mobile devices as
with the advancements in its hardware specifications. The mobile devices include smartphones,
wearable, tablets etc. The applications able to perform complicated tasks are also rising and
getting more complexed. Video Streaming, Live Gaming and Face Recognition are some of
the examples of such applications. These types of applications use various mobile resources
i.e., CPU, memory, battery usage etc at a higher rate. The benefits of mobile devices include
portability, easily accessible and affordable etc. Many of the mobile devices do not last for a day
due to highly intensive use of device’s CPU. In such cases MCC facilitate users by improving the
execution and battery of mobile devices. It integrates network, mobile, and cloud computing.

MCC brings the massive quantity of cloud resources to strengthen the resource constrained
devices. Google Cloud, Amazon Web Services, Microsoft Azure etc are some of the CSPs (Cloud
Service Providers) which provide resources that are straightforward and easy to integrate such
as storage, virtual machines etc. They work on the Pay-As-You-Use model. These resources
can be quickly provisioned and merged to be used by the functions running on the devices.

MCC has been proposed mainly for resource constrained devices to overcome number of
issues. The key concept of MCC is to offload resource intensive tasks from device to the cloud.
The cloud execution of these tasks is better than local [1]. The very important part in offloading
is to make appropriate decision. The decision-making algorithm is used within the application
which will decide during run-time whether to offload task or not [2]. There are number of
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decision-making algorithms that have already been developed which are only be able to handle
particular sort of task.

Along with huge benefits, MCC has some of the limitations like low flexibility, high power
consumption, singular offloading selection, huge costs etc [2], [3]. These limitations need to be
considered and tackled before taking up MCC. As mentioned by the authors [1], [4], MCC is
made of two models i.e., task delegation and code offloading. The code offloading is associated
with designing the application which includes to get resource exhaustive tasks and then offload
them to external platforms. The task delegation is, in which device uses cloud services and
announces possible interoperability issues. Offloading is the feature around which this project
revolves. Mobile code offloading and Computational offloading are the two terms that can be
utilized interchangeably. In this, code is usually partitioned and profiled with set goals in mind.
These goals involve decrease in power consumption, improve in performance and scalability.

Despite of the detection of the intensive tasks and involvement of decision algorithm to
determine whether to offload a task or not, a problem is still around to accurately perform
offloading of compute intensive task [4]. It is important to confront this issue as incorrect
profiling and partitioning can damage the mobile device. As authors mentioned [5], partitioning
can either be dynamic or static with the difference between them is their execution timing like
dynamic partitioning occurs during application run-time

Research Question: Can the application makespan for computational intensive task of-
floading applications be improved using a novel decision-making engine based on current context
of mobile device such as Network, Battery and Memory?

In this research project report, an algorithm has been proposed naming Decision-Making
Engine (DME) which works on dynamic partitioning. The proposed algorithm considers various
parameters such as connection status, battery level, battery health, battery status, and available
memory, which further helps in making a decision regarding sending task to the cloud or to the
local server. The DME works on smartphone devices.

The rest of this document is split into various sections and subsections. Section 2 illustrates
the related work in this area, Section 3 introduces the employed methodology, Section 4 shows
the design specification of the project, Section 5 explains the implementation part, Section 6
involves the evaluation of this research and lastly Section 7 concludes this research with future
work.

2 Related Work

Related work as regards to MCC offloading has been discussed in this section. This section is
further split into various subsections for better understanding.

2.1 MCC Architecture

The human lifestyle has been drastically transformed by the mobile devices being as a crucial
element in daily events. For their betterment, mobile features and applications are getting more
complexed and also increasing. ML, AI, deep learning are some of the compute intensive tasks
that are offered by the complex mobile applications to fulfil user needs but at the same time
these applications require high energy and computation power to generate the output. This
problem can be solved by offloading such tasks to powerful computation nodes.

Physical Layer and Application Layer are the two layers by which the architecture of MCC is
made off. As mentioned [6], the most widely accepted architecture of MCC is shown in Figure 1.
LTE, UMTS and GPRS are an expensive connections that mostly the mobile devices use to
establish a connection to the internet [7]. They are costly because of its availability, location
privacy etc. Establishing connection through Wi-Fi is another possibility, but both have their
own pros and cons. As authors mentioned [8], physical layer helps the resource constrained
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Figure 1: Cloud Computing with Mobile Terminals Architecture [6].

devices by saving their computation power and energy. Application layer architecture comprises
of decision-making framework and offloading technique. It generally concentrates on decision
framework and code partitioning. This layer has to decide when and where to offload the task.
In this research, application layer has been improved with the help of DME which handles the
computationally intensive tasks based on device resources.

2.2 Detection of android resource usage

In order to decide whether to proceed with offloading or not, service must correctly evaluate
computation power. To calculate the network and CPU consumption on the mobile devices,
authors in this paper [9], have investigated the effectiveness and possibility of developing power-
consumption-based sensors. Various power consumption metering methods have been evaluated
by focusing on the data gathered from the mobile devices. It split into three categories. The
number of tests has also been executed from security viewpoint.

As mentioned [10], low level measurements are provided by these two tools i.e., FEPMA
(Fine-grained event-driven power meter for android) and Appscope. They both have been tied
specifically to device model and considered as very invasive to kernel. PowerTutor is the tool
mainly utilized for high-level measurements and to control the data of mobile device hardware
into its models to display power consumption [11]. It contains six components: LED, GPS,
CPU, Wi-Fi, audio, and cellular interfaces. Middle level measurement is the second last method
of measurement as described by the authors [9], in which battery level and consumption is
evaluated without establishing the connection to the kernel.

It’s crucial to detect resource usage before applying any new algorithm or feature as it
facilitates product to work properly. Most authors have promoted middle level measurement
for task offloading and security.

2.3 Android Architecture

This research project concentrates on Android OS smartphone, but the logic and investigation
can be utilized in any OS for future studies. Windows, iOS, blackberry, etc are some of the
other OS but according to authors [12], Android platform is classified as more popular and
user-friendly OS. This is an open-source Linux based OS. Authors in Samsung KNOX research
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[13], have shown an effective evaluation of important spots in design and implementation of se-
curity in an android environment. Also, the security is really important for this research. Any
developer can upload their application to Android Play Store that’s why it is more prone to
security vulnerabilities [12]. Authors have listed various options to protect the device through
the utilization of MDM solution (mobile device management) [13]. Hardware implementation
of ARM TrustZone is foundation of trust, and it can perform secure code offloading. Knox
architecture has three modules: SEAndroid, TIMA (Trustzonebased Integrity Measurement
Architecture), and Secure boot. On top of traditional Android OS and extensive VPN frame-
work, this architecture offers additional encryption. This could be beneficial for this research,
as it can assist with securing and deploying of data.

There are multiple approaches for application development as mentioned by authors [12] but
Cross-platform is recognised as the more convenient one because applications can be installed
on several platforms without any change in code. Cross-platform also has some sub-approaches.
Model-Driven Approach (MDA) is the most widespread methodology which has been considered
as in trend. In this methodology low-level problems need not to be dealt because is guided by the
modelling events. It includes three fundamental models: PIM (Platform Independent Model),
PSM (Platform Specific Model) and PIM to PSM model. A good understanding of the working
architecture is very important.

2.4 Context aware code offloading

Over the last few years, due to extremely popular applications and services including IoT the
deployment issue in mobile devices has become much more noticeable. The context of mobile
device is valuable to consider while performing code offloading. The device context includes
available network, battery, memory etc. It’s necessary to have an understanding of offloading
before implementing it. MobiCOP-IoT solution is a code offloading framework in IoT as de-
scribed by the authors [14]. This framework is expected to also support offloading in android
devices using cloud and/or fog system. Here Figure 2 illustrates an overview of MobiCOP-IoT
workflow. The decision-making algorithm in this solution includes code and network profiler
and is integrated on a client-side. Code profiler utilizes heuristic-based algorithm to calculate
time taken by a given task to be executed. Network profiler checks network every 15 min to
verify strength and bandwidth of a connection. After complete evaluation, a decision will be
made either to execute task on cloud or on local machine or both simultaneously. Benchmarking
has proven that offloading to cloud than mobile device offers better performance without any
further cost.

Authors in these papers [15] and [16] have proposed dynamic approach-based context aware
offloading frameworks. This document [15] proposes an approximation model which chooses
cloud resources necessary for offloading intensive tasks. It also works with network quality
and cloud computation power because current cloud resources offer uncertain performance. In
[16], authors primarily focused on signal strength and network range to do effective offloading.
Both frameworks finalize their decisions using dynamic partitioning during application runtime.
Results [15] have proven a decreased execution time of about 6% to 96% and power utilization
of about 60% to 90%. Rest [16] has also indicated appropriate results by offering better
performance and less power consumption. Both presented really decent results but not robust
enough to various offloading options.

As mentioned by the authors [17], deep learning in mobile devices is increasing its popularity.
The problem with this approach [17] is as devices are resource constrained and difficulties could
arise if tasks need to be offloaded and the device does not have enough computation power to
allocate. As mentioned by the authors [18], future work of offloading tasks mainly focusses on
fog computing. For IoT deployments and mobile devices, all standards are counted as legitimate
factors. It also evaluates tech enablers for offloading tasks in wireless technology, which is
essential for accurate task offloading. Second enablers are smart autonomous applications which
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Figure 2: MobiCOP-IoT offloading diagram [14].

utilise ML and employ context aware services to allow concurrent offloading on various nodes.
Lastly, this paper has also evaluated weaknesses and challenges that are important to offloading.
As mentioned by authors, scalability and resource distribution are the two factors that can
affect implementation. SLA is another stated issue. Other associated challenges could be fault
tolerance, energy utilisation, service & monitoring etc.

Dpartner is a tool presented by authors [19] to support computation offloading. To find
the bits worth for offloading, Dpartner tool analyses code of application, and then creates two
artifacts that needed to be deployed on the device and on the cloud. This tool provides time
improvement of 46 to 97 % and reduction in battery utilization of 27 to 83 %. The 1st realistic
execution of offloading in Android OS is investigated by authors [20] known as Cuckoo. It is
valuable to have a knowledge of present state of a device and framework.

2.5 Communication Protocol

The RESTful API is designed for the communication between components. It has the capability
to cope with various forms of requests and capable to return a number of data formats. For
microservice execution, authors [21] have compared the performance of RESTful API and
RabbitMQ. Results have shown that RESTful works better for microservices execution with
lowest latency.

In this research, AWS cloud application model is used for the cloud execution. AWS handles
the autoscaling like when there is change in network traffic, it will automatically scale-in or scale-
out to provide better performance to end user. The microservice is deployed at AWS Elastic
Beanstalk. This makes it more secure, and it can be accessed through RESTful API requests.

2.6 Code Offloading Frameworks

This section gives a quick overview of several existing offloading frameworks. These frame-
works usually come with several approaches and methodologies. Authors [22] have stated that
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current work on offloading follows three methods categorized as the full migration, granularity
and partition algorithm, and pre-calculated offline partitions and making decision at run-time.
AndroidOff is the offloading framework proposed in this paper [23]. This solution is focused on
cost calculation. It is achieved through a forecast method which works by applying testcases
to specific methods to validate time required by methods to run. Results have shown that
execution time can be reduced up to 8% - 49% and decrease in power consumption could be
up to 12% - 49%.. One downside of this methodology is that in most situations the testcases
used might not produce results suitable for a real-world situation. A joint-scheduling approach
has been proposed by authors [24] for offloading and also for organizing the order of offloading.
This approach relies on network accessibility and uses parallel execution of tasks both on AWS
EC2 instances and locally. The downside of this approach is it lowers the selection of apps
where it can be applied to. Generally, significant results have been attained with decreased
power consumption for applications with prolonged run-times.

Another offloading framework known as MobiCOP has been proposed by authors [25]. It
concentrates on the problem i.e., replicability of existing offloading frameworks and also on re-
ducing the execution time [26]. MobiCOP is made-up of public cloud execution environment,
offloading decision-making engine and a communication handler. The results have indicated
that this framework offers about 25 times and 17 times improved power saving and efficiency re-
spectively. It also decreases execution time by using service application component. MobiCop’s
framework [25] has client library, it includes android service that connects platform compon-
ents and supervises execution of new tasks. To transmit communications via XMPP through
Google’s firebase cloud messaging system, platform communication layer employs asynchronous
data transmissions. Middleware, elastic cloud component, public interface, and android server
environment are the four modules involved in server. The MobiCop architecture, in which
QoS (module of Decision Engine) cares about transfer speed, profiling network-availability and
latency. Code profiler keeps track of previous tasks execution and predicts run-time for upcom-
ing tasks.

In conclusion of related work section, it is derived that, number of concerns are still around
that need to be solved. The frameworks show decent outcomes but are still restricted in their
approach and consequently can lead to minimal application. My proposed framework uses state-
of-the-art method to decide whether to offload a task or to run it locally. This DME resides on
a mobile device and run constantly to provide real-time response.

3 Methodology

The research methods that have been applied while implementing this research are described in
this section. Implementing offloading in this research involves android device and AWS cloud
but before task execution, system calls a DME to check where to execute task either on a
cloud or on a local device. The reason for proposing this algorithm is to work on the existing
frameworks weaknesses. Technologies used in this research are Android studio IDE, Eclipse
IDE, Postman, Java, XML, JSON, Spring Boot and AWS Elastic Beanstalk.

3.1 Dynamic Partitioning

In this research, dynamic partitioning is followed. In this type of partitioning, a decision is
taken during application run-time. This dynamic approach has a lead over static approach as
the mobile device context changes continuous. It has also been utilized in other previous related
works [27]. BroadcastReceiver and IntentFilter are two Java methods that have used to achieve
Dynamic partitioning. By using these methods, application makes a call to offloading DME to
check where the task can be executed.
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3.2 Getting real-time device context

It is important to get real-time stats of a mobile device to make offloading decision flawlessly
as shown in Figure 3. It includes battery, memory, CPU and internet connection details. All
these stats will then be passed to DME to decide where to execute the task. The DME changes
its decision according to the change in device stats. All this happens on real-time basis.

Figure 3: Device real-time statistics.

3.3 Decision-Making Engine (DME)

This engine is executed when button named DME is clicked in the application. The engine
has Network Profiler, Memory Profiler, and Battery Profiler. The Network Profiler is used to
check if the device is connected to the internet such as Wi-Fi or mobile data (3G/4G/5G). The
Memory Profiler is employed to find current available RAM of the mobile device. This module
is required to check if the device has adequate memory to execute task locally. Lastly, the
Battery Profiler is used to examine the device battery level, battery health and also its current
state. All these profilers i.e., Network Profiler, Memory Profiler, and Battery Profiler are the
components that make the DME and are the foundation of the offloading decision process.

3.4 Execution of the task on a device.

The tasks can be executed locally on a device either as suggested by DME or as user preference.
During local execution, user will provide an input and application will perform execution on the
back. Once execution is finished, the application will provide a user an output. During local
execution it is expected that application will consume more resources of a device like battery
and memory.
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3.5 Execution of the task on a cloud.

The tasks can also be executed on a cloud either as suggested by DME or as user preference.
Before offloading a task to the cloud, application will counter check if device is still connected
to a network or not. Spring Boot REST application is developed, which performs the same
execution as execution of a task on local application. It is deployed on AWS Elastic Beanstalk.
When user will provide an input, http POST request will be made. The application deployed on
AWS Elastic Beanstalk will accept the input and perform the execution. Upon the completion of
execution, result will be sent back to the app in JSON format. Finally, the required application
will then parse this JSON response and display the results to the user.

3.6 Case Study

In this research, Fibonacci series has been implemented as a case study. The Fibonacci numbers
are commonly denoted by Fn. The Fibonacci sequence is in which each number is the sum of the
two preceding ones. The sequence commonly starts from 0 and 1. This series is implemented
locally on a device for local execution and also on a cloud for cloud execution. Android Studio
IDE is used for the development of mobile application including DME and Eclipse IDE for
developing Fibonacci microservice for cloud execution. Java programming language is common
between both but the microservice is developed with the help of Spring Boot REST framework.
Performance metrics are being monitored and compared i.e., task completion time and battery,
memory, CPU and network utilization. An android profiler is used to capture these metrics
which summarizes the utilization of the resources by the case application.

4 Design Specification

The general architecture of the proposed solution is illustrated in Figure 4. It shows how
the task offloading is being performed from local device to the cloud. The proposed solution
uses AWS Elastic Beanstalk for cloud execution which integrates EC2 instance and S3 bucket.
Elastic Beanstalk automatically handles resource provisioning, load balancing, auto scaling,
and monitoring. Firstly, user should have a device which can run proposed application. Then,
the DME will determine whether to execute task locally or offload it to the cloud based on
various conditions. The DME uses the device current context to make decision. The tasks
will be offloaded to the cloud through internet subject to it’s availability i.e., Wi-Fi or cellular
networks (3G/4G/5G).

Figure 4: System Architecture of proposed solution.

4.1 System Components and Flow

The multiple modules and flow of this proposed solution is shown in Figure 5. Remote task
execution and mobile device are the two main components in this approach. Offloading requests
are made by the application on the mobile device. Once the request has been made, the DME
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will use BroadcastReceiver and IntentFilter methods during runtime on real-time bases. In this
proposed solution, the device current context is composed of Network, Memory and Battery
Profiler. They verify if the device has enough resources to execute task locally or not.

Figure 5: Overview of System Components and Flow.

4.2 Context Aware Offloading

The proposed algorithm is illustrated in Figure 6. Based on the device current context, the DME
gives recommendation of where to execute task. There is not any default offloading choice. The
application allows user to select one of the three options i.e., Local Only, Cloud Only and DME.
There is another option named Information, it enables user to see real-time context of their
device. While implementing this algorithm number of methods have been used to get device
current context. If mobile device doesn’t have enough resources and task is ready to offload, the
final check will then be performed by Network Profiler to verify if the network is still available.
Subject to network availability, the OFFLOAD RECOMMENDATION can be switched from
CLOUD to LOCAL execution.

4.3 Decision-Making Engine (DME)

The DME contains the resource provisioning algorithm as shown in Figure 7. The DME executes
the algorithm based on the output from the context monitor. The DME is framed in such a way
that when there is no network, task execution is performed locally and if network connection is
available, number of other checks will be performed before initialising the decision whether the
cloud offloading can be performed or not. Here, other checks include verifying other parameters
such as available memory, current battery level, battery status and battery health.
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Figure 6: DME Algorithm.
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Figure 7: DME.

5 Implementation

5.1 DME (Algorithm)

The resource provisioning algorithm i.e., DME is embedded in the application to consider the
current network, memory and battery status of the device before finalising the offloading de-
cision. The algorithm is activated once the button named DME present in the home screen of
application is clicked. As shown in Algorithm 1, several IF statements will be executed and
if offloading cannot take place because of network, memory or battery of the device, the local
execution of the Fibonacci series will take place.

5.2 Communication Module

This module is accountable for establishing the connection between the server-side and the
client-side for communication. For cloud offloading, the mobile device should be connected to the
network to perform HTTP GET request. The Fibonacci cloud microservice is developed using
Java Spring boot REST framework and deployed in AWS Elastic Beanstalk. The application
uses Volley API for sending and receiving data in JSON format.

5.3 Technologies used

The number of technologies used for the completion of this project are Android studio IDE,
Eclipse IDE, Postman, Java, XML, JSON, Spring Boot, Git and AWS Elastic Beanstalk. For
the development of mobile application including DME and Fibonacci local execution, Android
studio IDE has been used in which Java programming language used for developing backend
features and XML for designing frontend layouts. Git has also been integrated for the version
control in case of any errors. For the cloud execution, the Fibonacci series microservice has
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been developed in Eclipse IDE using Java Spring boot REST framework. Postman has been
used to test GET requests. The microservice has been deployed in a cloud called AWS Elastic
Beanstalk and responses of GET request are always in JSON format. Volley API has been used
for sending GET requests and parsing responses to display result back to user in an application.

6 Evaluation

The number of experiments has been performed to evaluate this research work. The findings
and how experiments support the objectives of this research work have also been discussed.
The execution of Fibonacci series takes place on a cloud server and on a local device. The
conclusion is drawn based on the utilization of mobile device resources and execution time on
the two environments with different workloads (inputs). Since the time to execute each workload
varies frequently therefore three readings are taken, and their average is considered as the final
result. Android studio profiler has been used in the evaluation process. Number of android
devices with various parameters (battery, network, and memory) have also been used in order
to test context aware DME.

6.1 Experiment 1 / Fibonacci series - Local execution

Local execution has been performed on a device called Galaxy Note 8. While performing this
experiment it had 70% of battery level with good health and 2500 MB of free memory. Each
input is provided three times and then average time is calculated. Figure 8 shows the Local
execution times of each input i.e., 45,47 and 49. 49 has the highest execution time and consumed
more resources of device for a longer period of time.

Figure 8: Local execution time of each input.

The average local execution time of each value is shown in Figure 9. The result depicts that
there is dramatic increase in execution time between 47 and 49 than 45 and 47.

Android studio profiler has been used for the analysis of resource utilization of a device while
performing local execution. As illustrated in Figure 10, the local execution of Fibonacci series
occupied 12% of CPU and 107.8 MB of Memory. Network usage was 0 B/s for both sending
and receiving because execution happened locally. The energy utilization varied between light
and medium. In local execution, full load is on a device CPU.
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Figure 9: Average time of each input.

Figure 10: Android profiler values of local execution.
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6.2 Experiment 2 / Fibonacci series - Cloud execution

Cloud execution has been performed with the help of AWS Elastic Beanstalk. It automatically
handles resource provisioning, load balancing, auto scaling, and monitoring. In cloud execution
process an android device is only responsible for accepting user input, making an API call, and
displaying the final result. The whole execution process is done up on a cloud. Even for this
experiment, each input is provided three times and then average time is calculated. Figure 11
shows the Cloud execution times of each input i.e., 45,47 and 49. 49 has the highest execution
time than rest two.

Figure 11: Cloud execution time of each input.

The average cloud execution time of each value is shown in Figure 12. The result depicts
that there is more execution time difference between 47 and 49 than 45 and 47.

Figure 12: Average time of each input.

Android studio profiler has also been used for the analysis of resource utilization of a device
while performing cloud execution. As illustrated in Figure 13, cloud execution of Fibonacci
series occupied 0% of CPU and 62.2 MB of Memory. Network usage was 2.9 B/s for sending
and 0.9 B/s for receiving because execution happened on a cloud. The energy utilization varied
between none and light. In cloud execution, there is no load on a device CPU.
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Figure 13: Android profiler values of cloud execution.

The results indicate that compared to local execution, offloading to cloud server drastically
reduces the execution time and it also leads to performance improvement in mobile device.
Offloading tasks to cloud free-up space in mobile device for tasks that cannot be offloaded.

6.3 Experiment 3 / DME

The evaluation of DME is performed in this section. Number of android devices with different
context parameters have been used in order to determine if proposed context aware DME is
functioning properly or not. Table in Figure 14 shows the DME execution results.

From Figure 14, it can be seen that, proposed DME is working correctly and producing
accurate decisions centred on the changing device context.

6.4 Discussion

The experiment is performed on both components of the application i.e., local and cloud, by
giving three different input values. It can be seen based on the results achieved, that the
execution time of each workload is significantly lower when offloaded to the cloud server than
local execution. Additionally, if the higher hardware specification of EC2 instance will be used,
the time to execute each workload in the cloud could be even more lowered. In this research
project free tier EC2 instance has been used. The execution time is evaluated based on the
computation time taken by the workload to be executed in both local and cloud. The results
also take some time to get displayed on the mobile device, but this research only focuses on
the execution time and not the display time. CPU, memory, battery, and network utilization
have also been assessed, and it’s been proved that cloud execution is faster and take very less
mobile device computation power. Another experiment has been done to test the functionality
of DME and the results in table 1 have proven that it is working as expected. The proposed
DME makes the right offloading decision based on the device current context. While performing
this experiment, number of different devices with various context have been used. The DME
changes its decision on real-time bases as the context of mobile device changes.

The results attained have indicated to be in line with results found from previous related
work and comparison between this proposed approach and other related work has proven that
this approach is better in the sense that it makes decision on real-time bases and considers
memory, battery, and network fully before finalizing the decision. This research paper has
potential to contribute in the field of cloud computing because it is revealing some of the cloud
services that can be employed in mobile application development.
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Figure 14: Offloading DME Test
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7 Conclusion and Future Work

In this research, the framework for offloading the compute intensive tasks of an android applic-
ation is developed named DME (Decision Making Engine). In this proposed framework, the
task execution location is decided based on the current context of the device. Tasks can either
be offloaded to the cloud or execute it locally. AWS Elastic Beanstalk including EC2 and S3 is
used as the cloud server. An android application and a microservice with the Fibonacci series
is built to evaluate this experiment. The complex components while developing this project
include, making offloading decision based on the device current context and cloud execution.
The execution time and, CPU, memory, network, and battery utilization of a device are con-
sidered as the parameters to evaluate. The results attained show that offloading task to the
cloud significantly reduces the execution time as compared to the local execution. This also
helps to reduce CPU and memory utilization, and to increase the battery life of the device.
This research project can be a comprehensive progress in task offloading.

The research work of the proposed solution will be further extended to the analysis of cloud
server context and comparison between available computation power of local device and cloud
before concluding offloading decision. More features of network profiler can also be employed
in future work because network plays a vital role in offloading a task. Network parameters such
as signal strength and bandwidth need to be considered for making offloading decision.
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