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1 Introduction  
 
This research consists of two development platforms for developing the machine learning. 
Local machine development and AWS cloud. In local machine learning models are built using 
Jupyter notebook. And web application is developed in online IDE Cloud 9.  SageMaker is 
used for same ML models.  
 

1.1 Before you begin 
 
Before starting the project make installed below developer tools.  

• Git bash: how to install is available athttps://www.educative.io/edpresso/how-to-
install-git-bash-in-windows 

• Pyhton SDK : https://realpython.com/installing-python/ 
• Anaconda for Jupyter Notebook:  

https://www.datacamp.com/community/tutorials/installing-anaconda-windows 
• JMeter: https://www.simplilearn.com/tutorials/jmeter-tutorial/jmeter-installation 

 
2 Machine learning implementation  
 
Open the Anaconda navigator click on the jupyter notebook (Annaconda Jupyter, 2022) 
 

 
 
After that jupyter notebook opens in default location  
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2.1 Crop recommendation  

 

At first we are importing all the necessary libraries and data set. Data set is stored in df variable.  
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Above shows that nitrogen,Phosphorous and potassium should be around 50% 

Temperature should be around 25°C and Humidity around 70% 

Rain fall should be around 100mm and PH should be arount 7 

 

 

Above functions shows the number crops in data set.  
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Above Graph shows us many hidden patterns like many crops need Phosphorous and 
Potassium at very high level. 

Before the doing the modelling data is divided into two one is training and other for testing. In our dataset we are 
using 20 percent for testing and 80 percent for training.  

We are using three different Modelling Classification algorithms  

1. Decision Tree 
2. Logistic Regression 
3. Random Forest 

 

From the above output we can see that random forest gives more accuracy so we will use random forest for 
predicting the crop.  Sample output is given below.  
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2.2 Crop yield prediction  

At first, we imported important libraries and dataset. In this modelling we are using four different 
datasets which are  

1. Yield.csv 
2. Temperature.csv 
3. Rainfall.csv 
4. Pesticides.csv 
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Removing all other columns which are not needed.  
 

Rainfall  

. 

 

Now we need to merge the rainfall data with yield data.  
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Final dataset is shown below.  

 

 

Data Preprocessing 
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Scaling dataset 

 

Training data  

 

The training and test datasets will be separated from the original dataset. Because training the 
model usually necessitates as many data points as feasible, the data is usually split inequitably. 
For train/test, the most typical splits are 70/30 or 80/20. 

Below code shows how to split data set 

from sklearn.model_selection import train_test_split 

train_data, test_data, train_labels, test_labels = train_test_split(features, label, test_size=0.3, 
random_state=42) 
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2.2.1 Model Comparison & Selection 
 

 

 

Actual values vs Predicted value  



 

10 
 

 

 
3 Web application development and deployment  
 
Web application is built python 3 flask framework. Code for the whole application is available at 
https://github.com/devaraj-ncirl/Crop_recommendation (GitHub, 2022) 
 
To clone the above project use the following command  
 
git clone ” https://github.com/devaraj-ncirl/Crop_recommendation” 
 
 
Create cloud 9 online IDE with python 3 installation  
 

 

Figure 1: Cloud9 IDE  
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Clone web application using git command  
 

 
Figure2: cloud 9 IDE with Code  
 
 
If there are any changes in code commit the code first then push it.  
 
To commit code: git commit -m “message”  
To push code: git push -origin master 
 
After the full development of application, it is deployed to Elastic Beanstalk  
 
 

3.1 Elastic beanstalk  
 
Create Python environment in Elastic beanstalk use t2.mciro instance.  
 

 
Figure 3: Python environment in elastic Beanstalk  
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3.2 Code Pipeline  
 
Create code pipeline CI/CD integration (AWS, 2022) 
 
Create source using GitHub  
 

 
 Figure 4: Code pipeline setup  
Connect to crop recommendation repo and select main branch  
 
Later on deploy stage select already created Elastic bean stalk enviornment.  
 
At the end it should look like below diagram  
 

 
 
Figure 5: code pipeline success stage  
 
 



 

13 
 

 

 
 
Figure6: Successful deployment in Elastic beanstalk  
 
After that once we click on web application it should display the homepage  
 

  
Figure 7 : Home page of Web application 
 

3.3 Web application working  
 
Web application consist of two main features crop recommendation and yield prediction  
 
In home page nav bar click on crop recommend button form will be given to fill details  
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Figure 8 : Form of input data 
 
After filling all the details click on submit button it should give predicted output.  
 

 
Figure 9: predicted output 

 
same way you can do with crop yield prediction.  
 

4 Machine learning using AWS SageMaker  
 
Create SageMaker Studio  
 
Create Note instance for Machine learning model development ml.t2.meduim (AWS, 2022) 
 

 
Figure 10: Notebook instance 
 
Next step open Jupyter Notebook  
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Write the code Crop recommendation algorithm in Sage maker note book  
 
 

 
Figure 11: Notebook overview  
 
Load the trained data to S3 bucket  
 
 
Trian the model using sklearn container  
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Create lambda function for calling SageMaker endpoint  
 
 

 
Figure 12: lambda function 
 

4.1.1 API gateway  
 
Create API Gateway to call lambda function  
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Figure 13: API Gateway 

 
 
Output:  
 
Using the postman call the endpoint check the output  
 

 
Figure 14: Output of lambda function  
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5 Performance testing  
 
Install JMeter in Local machine  
 
 

 
Figure 15: JMeter setup  
 
Create two threads one fore AWS SageMaker endpoint and other is for web application  
 
For each Thread add Http request, summary report and graphs. 
 
One end point is  
 
API Gateway enpoint: https://q516d3htoj.execute-api.eu-west-
1.amazonaws.com/mycroprecom 
Web application endpoint: http://croprecommyieldpred-env.eba-jvtxqipi.eu-west-
1.elasticbeanstalk.com/crop-predict 
 
For each experiment keep changing the no of threads  
 
Sample summary report should look like below diagram  
 

 
 
Figure 16: JMeter setup  
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