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Aarthy Ramaswamy 
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Abstract 

Energy costs are a significant expenditure in Cloud Data Centers (CDCs), and several 

academics are attempting to lower them on a variety of levels. Energy cost reduction and 

efficiency improvement may be accomplished at the DC level as well as at the server level, 

where job scheduling occurs. Not only does task scheduling prioritise energy efficiency, but it 

also prioritises resource allocation in a timely way by optimising energy use. Blockchain is one 

of the new technologies that have emerged in this period. In terms of security and storage, 

blockchain technology has been combined with the cloud. This article presents a heuristic 

method to cloud work scheduling through blockchain. The effort is being done to optimise 

characteristics such as wait time, execution time, and Service Level Agreement (SLA), which 

will ultimately result in a decrease in energy usage and cost. The purpose of this study is to 

determine the advantages of using blockchain in the cloud to schedule work and to investigate 

its feasibility. 

1 Introduction 
 

In recent years, as communication technology has advanced, the Internet's size has resulted in an 

increase in the speed and capability of processing jobs over the Internet. How to manage massive 

volumes of data and deliver comfortable and quick services to customers is a tough topic that 

must be addressed as the Internet develops. Cloud computing was born out of this environment. 

Cloud computing offers end users with access to computer infrastructure and applications as a 

service. The cloud computing model's application services have complicated scheduling, 

composition, configuration, and deployment criteria (Agarwal et,al, 2015). Even with multiple-

condition requirements, it is capable of balancing the scheduling of virtual services in response 

to temporal changes. As a result, the need for improving cloud computing scheduling strategies 

in order to assure cloud data security and resilience is growing (Amalarethinam, Kavitha, 2017) 

1.1 Background and Motivation 
 

According to International Data Corporation (IDC), there are more than 8.5 million DCs 

functioning worldwide, using a significant amount of energy to power them. [41] According to 

polls done by [43] and [44], cloud firms now spend approximately $200 billion annually, the 

figure that is expected to reach above $260 billion in 2025 as shown in Figure 1. One of the most 

concerned area in the cloud is task scheduling, since it is affected by a variety of circumstances. 

Numerous techniques have been developed to optimize scheduling in order to enhance the 



Quality of Service (QoS) and other characteristics. Security of data stored in cloud has been a 

source stopper in achieving an efficient and reliable real time algorithm. Through vast research 

done on this area of cloud task scheduling, Blockchain is proposed to be a heuristic approach to 

maintain security through its concepts of distributed architecture, cryptography and consensus 

algorithm. The previous research articles describe how researchers use the Cloudsim Simulator 

tool to create a virtual environment in which they may plan activities and assess their 

performance. [42] Typically, scheduling is done centrally and then the job is dispersed to other 

DCs based on network bandwidth costs. The suggested research proposes to plan the work 

utilizing the decentralized method and blockchain technology, which would effectively distribute 

resources while using less energy, thus lowering the cost of energy. The fog-edge design helps in 

reducing the time between receiving and transmitting tasks. 

 

Figure 1: Investment in cloud computing  

1.2 Research Question (RQ) 
 

Will the Cloudsim simulation algorithms provide an efficient job scheduling in cloud 

environment in terms of time efficacy? Blockchain technology and the Fog-edge cloud simulator 

are a breakthrough in real-time deployment, demonstrate their usefulness, and highlight the need 

to cloud development. 

1.3 Document Structure 
 

The proposed study adds to the actual implementation of cloud task scheduling, including results 

assessment and its applicability in real time. The remainder of the thesis is organised as follows. 

Section 2 discusses the literature papers associated and their relevance to the suggested study 

issue. Section 3 describes the methodology adopted for the work plan. Section 4 of the thesis 

elaborates on the model design with a suitable figure. The designed model along with 

implementation is illustrated in Section 5. The next Section 6 summarises the predicted outcomes 

and provides an evaluation. The evaluated results are used to conclude the outcome of this study 

and future improvements or enhancements is suggested in the final Section 7 

2 Literature Survey 
 

Cloud technology is a primary driver of distributed systems, automation, and internet 

applications advancement. Cloud technology is a subset of internet-based computing that allows 



the delivery of infrastructure as a service (IaaS), platform as a service (PaaS), and software as a 

service (SaaS) through the internet (SaaS). In SaaS, the cloud hosting provides access to 

operating systems. PaaS is a model in which an implementation processes for applications is 

made available as a service to developers for the purpose of developing web-based applications. 

IaaS provides computational infrastructure in the form of Virtual Machines as a service to the 

requester (VM). Cloud computing is still in its infancy and faces several obstacles and 

challenges. Among the numerous concerns in cloud computing, scheduling plays a critical role in 

determining its proper implementation (Agarwal and Jain, 2014). 

2.1 CLOUD TASK SCHEDULING CHALLENGES 

We present the related work of job scheduling in a cloud computing context in this section. 

The author of the study (Buyya, Ranjan and Calheiros, 2009) provided a quick overview of the 

cloud Sim toolkit and its capabilities. In this article, we learnt how to simulate a job using 

various methodologies and scheduling policies. In his article (Jeyarani, Ram and Nagaveni, 

2010), the author developed a method for job scheduling algorithms in cloud computing that is 

based on load balancing. This article discussed a two-tier job scheduling scheme based on load 

balancing. This method of work scheduling not only meets the requirements of the user, but also 

maximises resource use. This article discussed the construction of an efficient Meta-Scheduler 

based on Quality of Service (QoS) and a light weight Virtual Machine Scheduler based on 

Backfill approach for task dispatching. The authors of the research (Gan, Huang and Gao, 2010) 

provided an efficient work scheduling technique based on genetic simulated annealing. This 

takes into account the QoS needs for many types of jobs, such as completion time, bandwidth, 

cost, distance, and dependability. After selection, crossover, and mutation, annealing is used to 

increase the genetic algorithm's local search capability. 

Hierarchical scheduling is discussed in this article (Rajavel and Mala, 2012), which enables 

the achievement of Service Level Agreements with a timely response from the service provider. 

In our suggested strategy, we accomplish a QoS measure such as response time by first executing 

high priority tasks and then spawning priority jobs from the remaining jobs using Task 

Scheduler. The author of (Cao, Wei and Gong, 2009) provided an efficient work scheduling 

technique based on Activity Based Costing (ABC). This method utilises cost drivers to give a 

priority level to each activity. ABC quantifies both the cost of the thing and its performance. 

(Yang et al., 2008) Described a transaction-intensive cost-constrained cloud Work flow 

scheduling technique. The algorithm prioritises execution cost and execution time. Under 

specific user-defined dates, the algorithm reduces the cost. Our suggested technique is mostly 

dependent on Virtual Machines' computing capacity. In the paper [26], a new VM Load 

Balancing Algorithm is described: Weighted Active Monitoring Load Balancing Algorithm 

Using CloudSim Tools. 

The proposed Priority-based Performance-Improving Algorithm (PPIA) in [2] is to be 

implemented under the following assumptions: 



• The executable programmes are a collection of indivisible tasks, sometimes referred 

to as meta-tasks. 

• Tasks on each Resource's expected execution time is known in advance. 

• Consistency of resources is assumed. 

• Scheduling is to be done statically. 

• The task's priority should be related with the user's priority. 

• The total number of meta-tasks and resources available in the cloud computing 

environment are known. 

At any given moment, a single job must be done in each resource in the sequence in which they 

were allocated. PPIA, the proposed scheduling approach, takes user priority into account. Users 

that use cloud services on a regular basis might benefit from improved service. The duties of the 

average user are given considerable importance. Other tasks are classified as having a regular 

priority. The supplied meta-task collection should be sorted into two categories: high-priority 

tasks and low-priority activities. The first step is to schedule work from the high priority task 

group using the Min-Min algorithm. Then, using the Max-Min algorithm, schedule low-priority 

activities. This approach, like the Min-Min algorithm, calculates the average time required to 

complete priority activities. In comparison to the Min-Min algorithm, it minimises its make span 

and enhances resource consumption rate. 

They present a scheme for task allocation optimization in [4], entitled Privacy-aware Fog-

enhanced Blockchain-assisted Scheduling Scheme (PF-BTS). This technique made use of BC 

miners to execute a sequence of ACO cycles in order to effectively and reliably assign internet 

VRs to do serves a purpose by applications (e.g. IoT), and thus obtain the shortest possible task 

computation time on cloud VRs. Furthermore, we recommend that fog elements be used to 

govern and control interaction between both the IoT layer, the BC system, and the Cloud layer. 

While PF-BTS protects the privacy of end systems and actions, it enables the server to 

recompense BC miners using decentralized applications. As a consequence, PF-BTS allows the 

construction of a confidentiality BaaS, augmenting reporting and data analysis at the cloudlet 

stages. 

Cloud Computing's primary concerns are resource management and work scheduling. As a 

result, cloud providers should offer services, create virtual machines (VMs), and develop 

scheduling criteria for assigning VMs to users' tasks [27]. Static scheduling enables the pre-

fetching of essential data and the pipelining of tasks at various phases of execution. Static 

scheduling puts a lower overhead on the runtime system. In the case of dynamic scheduling, the 

job components/tasks are unknown in advance. Thus, the job's execution duration may be 

unknown, and task allocation occurs on the fly while the programme is executing [28]. Pricing in 

cloud computing refers to the income received by a service provider from an end user in return 

for their services [29]. 

[5] Introduces an improved static job scheduling technique. The improvement method operates 

on the same fundamental premise as our prior work in [30]. VM based on the ratio of its required 



processing power to the total processing power of all VMs, with the exception that the 

enhancement algorithm also considers the price of the VMs during the allocation process, using 

Amazon EC2 and Google Pricing models [31, 32]. To test the enhancement algorithm's 

performance, a comparison study was conducted between the enhancement algorithm, the default 

first-come-first-serve (FCFS) method, and the previously implemented GA and PSO algorithms. 

The experimental findings demonstrate that the improvement algorithm beats other algorithms in 

terms of reducing the overall execution time of users' activities and lowering the total cost of 

performing all jobs on available resources. 

The majority of methods for scheduling time-sensitive jobs on cluster, grid, and cloud platforms 

need complete knowledge of the system status. Typically, their scheduling algorithms are 

centralised in nature and thus have inherent scalability constraints. [33] Emphasize how this 

precludes them from being used to plan multi-task applications in situations with millions of 

nodes and provide a lightweight alternative. Cloud computing is infinitely scalable. This results 

in the fact that cloud services may change dynamically. The static scheduling approach is not the 

ideal solution in this circumstance. Additionally, all cloud-based applications will be utilised by 

a significant number of people. And, consequently, different users have varying needs for QoS. 

Thus, a difficulty for cloud-based workflow systems is how to accommodate diverse QoS needs 

for different users. However, the majority of existing scheduling algorithms are optimised for 

scheduling a single complicated workflow instance or for scheduling a single QoS constraint, 

rather than for scheduling multiple QoS constraints across multiple workflows. To address this 

issue, we must create new solutions. The new algorithms must be capable of scheduling various 

operations and adhering to a variety of QoS criteria. As a result, we suggest a decentralised 

approach that makes judgments based on local and partial data. The suggested system is a 

completely decentralised scheduler that efficiently handles huge numbers of jobs with deadlines. 

Users submit scheduling requests specifying the application's attributes, such as the number and 

duration of tasks, the deadline, and the amount of memory and disc space needed.  

Typically, the majority of current scheduling systems and algorithms create a queue or simple 

array of jobs for allocation on each available machine/server independently. The scheduler's 

primary requirement is that the end users specify the shortest time possible to accomplish all 

submitted jobs. Typically, end users lack further tools for confirming that the created schedule is 

optimum. To address this issue somewhat, we suggest a block chain-based scheduler in which 

created schedules must be accepted by the cloud cluster's neighbour nodes and the ideal schedule 

for end users is determined by the cloud providers' internal consensus. As a result, end 

consumers are unable to get a better deal from alternative suppliers. 

2.2 BLOCKCHAIN IN CLOUD 

Requirements include all of the qualities and attributes that a Blockchain system should possess, 

as well as the constraints that the system must adhere to in order to function successfully and 

efficiently. As a result, they have an effect on the entire operation of the Blockchain system and 



might have a greater impact on its design. The following are some of the non-functional 

characteristics of the blockchain network [7]. 

Openness: Due to the compatible nature of the nodes, the blockchain is capable of using and 

exchanging information throughout a transaction. 

Concurrency: As nodes process concurrently, blockchain performance improves. 

Scalability: Blockchains are scalable due to the addition and deletion of additional nodes. 

Scalability is primarily concerned with three parameters: 

-  Distribution transaction processing rate: 

– Dimensions: – Lag or manageability: 

Fault tolerance: The fault-tolerant characteristic of the Blockchain network ensures that any 

failure at any node is visible to all other nodes in the network, allowing the network to continue 

operating normally in the event of a failure. 

Transparency: Every transaction on the Blockchain is visible to every node in the network. 

Security: To safeguard data, the Blockchain network employs robust cryptographic methods such 

as SHA-255. 

Quality of Service (QoS) on the Blockchain network is determined by response time and 

dependability, the time necessary to complete a transaction, and the commitment to offer the 

required services. 

Failure Management: There must be a method in place that ensures the robustness of the 

Blockchain network and identifies the root cause of failure. It may propose how to automatically 

recover from a failure. 

To tackle these issues, this article presents an integrity fair scheduling paradigm for cloud-fog-

edge systems. It starts by establishing a decentralised trust structure via the use of blockchain 

systems in order to solve the problem of provider reliability. After discussing Berger's economic 

growth idea, the paper proposes the concept and measuring method of among whole. When 

examining software product situations, we separate planning into two layers. The work makes 

three significant contributions[9]. [34] Proposed the benefits of blockchain technology in cloud 

computing for lowering the internet's energy consumption. The author provides a concise 

explanation of how the blockchain, consensus, and smart contracts work. Additionally, a novel 

approach to task scheduling was implemented. [35] Utilized this decentralised technology to 

reduce the cost of energy usage while scheduling tasks. The author calculated the energy cost 

using the mining concept. The authors did not use Proof of Work (PoW) in this approach 

because the tasks were assigned to the DCs using First Come First Serve Scheduling. 

This paper [12] discusses blockchain technology and conducts a survey of the blockchain by 

analysing generic technology and research trends, as well as discussing a solution for safely 

using bitcoin and future research areas. By comprehending the blockchain security trend, we can 

aid in the development of future blockchain technology. 



 

Figure 2: Blockchain connection structure. 

A blockchain is a technology that enables all members to maintain a ledger including all 

transaction data and to update their ledgers in real time to ensure the integrity of the system when 

a new transaction occurs. Since the development of the Internet and encryption technologies 

enabled all participants to independently check the validity of a transaction, the single point of 

failure associated with reliance on an approved third party has been eliminated. 

The blockchain includes broker-free (peer-to-peer) characteristics, which eliminates excessive 

costs associated with peer-to-peer transactions that are not authorised by a third party. Because 

widespread ownership of transaction information makes hacking more difficult, security costs 

are reduced, transactions are automatically authorised and documented by widespread 

involvement, and promptness is ensured. Additionally, the system may be readily built, linked, 

and extended through open source, and transaction data can be made publicly accessible to 

increase transparency and save regulatory costs [36]. Although the block does not include the 

hash value of the preceding block, it is included as a precaution (Figure 2) [37]. 

Due to the fact that the hash values saved in each peer in the block are impacted by the previous 

blocks' values, it is very difficult to falsify and modify the registered data. Although data 

modification is theoretically achievable if 51% of peers are hacked simultaneously, the attack 

scenario is practically very challenging. Both public, key-based verification and a decryptable 

hash function are utilised to secure the blockchain. The electronic signature method ECDSA 

(Elliptic Curve Digital Signature Algorithm), which validates the digital signature issued during 

a transaction between persons, is used to establish that the transaction data has not been changed. 



2.3 FOG/EDGE COMPUTING (FEC) SIMULATION IN CLOUD 

 It's worth noting that FC devices are not always located at the network's edge, but rather 

near it. In comparison, edge devices are often located near the network's perimeter and are 

frequently the initial point of contact for IoT end devices. FC and EC devices are both near to 

IoT end-devices, while EC devices are often closer. Fog computing and edge computing have 

been used interchangeably in several studies. Some see FC as a subset of the EC and micro data 

centre (MDC) paradigms for the Internet of Things (IoT) [39]. 

 

Figure 3: In the Cloud-to-Things paradigm, the design and interface of FECs are critical. 

The proliferation of IoT applications may result in increased competition for resources and 

increased delay [38]. In essence, EC has a higher resource contention than FC owing to its 

closeness to IoT end-devices. Additionally, EC is more focused on the domain of things, while 

fog computing is more focused on the infrastructure domain. FEC is founded on a number of 

pillars, including security, scalability, openness, autonomy, dependability, agility, hierarchical 



structure, and programmability, all of which are inherent in both FC and EC. As such, the 

rationale for combining the FC and EC is based on their differences. 

1) They both use a virtualized infrastructure as a service platform and support multi-tenancy of 

applications at the network's edge. 

2) They both complement the cloud's functionality and are situated between end users and data 

centres. 

3) They may both be co-located physically with access points, roadside devices, base stations, 

routers, switches, and gateways. 

4) They are both primarily implemented wirelessly and enable low latency, low jitter, and in-

system cognition. 

5) They both distribute computing resources geographically in order to reduce the burden on the 

cloud. 

FC and EC can coexist and overlap functionally within the CPS [40]. Fig. 3 illustrates the FEC 

IoT model with its many domains. 

3 Research Methodology 
 

Today’s Cloud environments are facing fast growth and usage in huge amounts due to the 

growing data and IoT applications. Task scheduling helps users to effectively use the cloud 

resources without any wastage of energy, resource, time and achieve QoS. Having seen drastic 

usage, the phenomenon of scheduling and allocating resources to the tasks and jobs in these 

public/private clouds still remains a source stopper for efficient utilization of resources. To 

overcome the shortcomings of the literatures discussed above, a well analyzed method is 

devised.  Implementing blockchain technology for task scheduling in the cloud with fog and 

edge simulators addresses the challenges of security, efficiency, and reduced latency. Cloud 

simulator is used to implement the algorithm with its two different approaches and compare their 

results for conclusion. Every component used in the work is explained in details below. 

3.1 Blockchain Technology 

The distributed decentralized network communicated between its nodes or each element of the 

network without any regulatory or supervisory body. This creates a sense of secure and reliable 

communication of the data. The peer-to-peer movement of information secures it as the chain 

grows. The structure of blockchain is designed in a suitable way to enhance this property. A 

common blockchain includes a unique Id, timestamp, and the hash of the previous block in the 



network as shown in Figure 2. The aspect of adding more blocks to the chain builds a increased 

unbreakable encryption to the data communicated within the blockchain. The consensus 

mechanism remains the deciding factor for every new addition of members to the network. Here 

we implement the Proof of Work consensus to validate the blockchain which is allowed to 

handle the data transmission from cloud networks to the data centers. Implying this mechanism 

provides reliable communication network without any data leakage, energy wastage or time 

delay due to network related issues in other communication channels. Thus a blockchain is to be 

designed and implemented in the real time cloud environments where the algorithm is to be 

implemented. 

 

Figure 4: The Blockchain network 

3.2 Fog – edge Simulation 

IoT devices are wide spread across the globe and they contact datacenters located in specified 

areas every milliseconds, this leads to network trafficking across the cloud network. the tasks 

sent and received from these IoT devices are our priority consideration for they are huge in 

number. Controlling and regulating these communication trafficking can reduce a huge load on 

cloud network and datacenters. To reduce distance between the data devices and DCs, the 

concept of Fog/Edge computing is implied in the research work. These are computer devices 

installed at the edge of the network to contact the devices immediately and receive task 

instructions from them to send to the cloud as need arises. The concept of Fog-Edge computing 

reduces latency, process time delay, handling of huge data at datacenters and lastly lowers 

energy consumption. This is suggested from the research of numerous papers such as (Xu, Hao, 

Zhang and Sun, 2019) which shows more than 20% decreased time of processing the task 

communication. The model to implement this design is illustrated from the Figure 5. 



 

Figure 5: Model of the Fog-Cloud Architecture. 

3.3 CloudSim 
 

CloudSim is a cloud computing simulating tool that is used to construct a computing 

environments simulated environment. [42] illustrates the modular structure of CloudSim. It 

facilitates processes such as scheduling, work plans, virtual machine transfer, packet forwarding, 

and connectivity across multiple data centre elements, including servers, virtual machines, the 

database servers, the trader, and cloud resources.The primary advantage of the CloudSim 

technology is its adaptability and efficiency. Numerous researchers use CloudSim to perform 

experiments and analyse the outcomes. Cloudlets, Datacenter Characteristics, Datacenter Broker, 

Network Topology, and Virtual Machines are the CloudSim components that are relevant to the 

proposed work. 

1. Cloudlets: Cloudlets are used to specify the jobs that are done inside a data centre. The 

cloudlets' input, output, and task length parameters are as follows. 

2. DataCenter Characteristics: This class contains data on the DC's resources. 

3. Datacenter Broker: This class serves as a go-between for the cloud user and the cloud 

provider. This class is responsible for enforcing the QoS criteria. 

4. Hosts: This class is in charge of allocating physical resources such as the CPU, VM, and 

Memory. 

5. Virtual Machine: This class is in charge of providing resources to virtual machines 

depending on their capabilities. 



6. Network Topology: In the cloudsim model, this class contains information about network 

configuration. 

4 Implementation 
The researched techniques are implemented for the experimental verification of their efficiency 

and results. The set up includes developing a blockchain with limited size to schedules tasks in 

cloud for lower energy estimate. The real time experiment of these task scheduling and cloud 

environment set up is practically beyond research bandwidth and experimentation, thereby a 

simulated environment where we can implement similar cloud data center like set up and run the 

tasks to understand their energy estimate and process time is taken into consideration. Cloudsim 

forms a vital part of this simulated environment as it is proved to be efficient in task scheduling 

algorithms and their experiment. Thereby an elaborated Cloudsim setup is also explained in the 

subsections to perform the experiment. 

4.1 Blockchain setup 

In this modelling we have utilized a basic blockchain with few blocks to communicate the data 

transfer. To construct the Blockchain network, we utilise Visual Studio code. Assume we've 

constructed a blockchain network that holds data from three geographically dispersed DCs. We 

have created parameters such as TimeStamp, Index, Hash from previous block, and Data for the 

purpose of storing the DC's entire load. We start with a genesis block and then add two more 

blocks that provide a random integer that determines the DC's load. 

Attempt to verify the blockchain network by tampering with the data in block 1. If the 

blockchain network has not been compromised, it returns true; otherwise, it returns false. Even if 

the hash of the block is recalculated, the blockchain network is still invalid. 

 

Figure 6: Blockchain validation 

4.2 FCFS and SJF algorithms in Cloudsim 
 

CloudSim 3.0.3 was utilised to assess the method in the suggested research study. This simulator 

enables the testing of different techniques for job scheduling, load balancing, virtual machine 

allocation, and other cloud computing-related concerns. The advantage of this simulator is that 

errors may be identified prior to implementation by evaluating the work in a simulated 

environment rather than during real-time execution. The simulation tool uses default algorithms 

to allocated cloudlets for the tasks in data centers, these include FCFS (First come first serve) 



scheduling algorithm and SJF (short job first) algorithm. The structure of FCFS scheduler and its 

entities are shown in Figure 7. Initially, all of the jobs are communicated to the datacenter as 

cloudlets. The controller, which pushes the jobs to the datacenter, connects with the broker. The 

dc has several hosts, each of which will be simulated as a separate VM with its own unique 

identifier. Tasks will be assigned to those VMs according to a set of scheduling policies. The 

implemented FCFS algorithm code is shown in Figure 8. 

 

Figure 7: FSFC Entities 

 

Figure 8: FCFS Setup 

 



The suggested experiment was conducted using a Windows 10 platform powered by an Intel i7 

core CPU. The experiment's settings included a Data Center, a Virtual Machine, a Host, and 

Cloudlets. 

Another Cloudsim algorithm widely used to lower the wait time of scheduler is SJF (short job 

first). In this algorithm the list of tasks are sorted based on their process length and allocation is 

done sequentially. The experimental set up of SJF is Figure 9 and Figure 10. This algorithm is 

conventionally used in cloud schedulers to minimize wait time and achieve efficiency. 

 

Figure 9: SJF Entities 

 

Figure 10: SJF Setup 

 



6 Evaluation 
 

The Goal of this study is to experimentally simulate the task scheduling using the Cloudsim 3.0.3 

tool with its conventional default algorithms and derive at a best result in terms of efficiency and 

efficacy. The blockchain implemented has reduced the security threats and increased reliability 

of data held withing its network. A sample of executed blocks is shown in the Figure 11. The 

following experiments are used to examine the findings. Additionally, a comprehensive 

conclusion and recommendations for future study are included. 

 

Figure 11: Blockchain validation 

6.1 Experiment  

The Cloudsim scheduler is run to perform task scheduling using the SJF algorithm and FCFS for static 

activities with a pre-determined processing time. The workloads, cloudlet length etc are pre defined and 

scheduler is run for these values. The cloudlet length is not taken into account by the FCFS algorithm. It 

starts with the first task (cloudlet) and then moves on to the next. However, the SJF algorithm sorts all 

cloudlets sent to the dc broker first. The experiment is carried out with 5 datacenters, and minimum of 

30 cloudlets set up. The data center is created as shown in Figure 12. 



 

Figure 12: Datacenter creation 

The experiment is repeated several times to derive at a consistent result. The efficiency is checked with 

the make span time output from the simulation task. Figure 13 depicts the FCFS scheduler results 



 

Figure 13:  FCFS Scheduler results 

Repeating the same parameters for SJF scheduler provides a make span time of 6329 seconds as shown 

in Figure 14. Which is far beyond the FCFS scheduler. 



 

Figure 14 SJF Scheduler results. 

Thus the evaluation of the results show a varied difference in scheduling time between the 

algorithms by nearly 45% reduced time consumption in the FCFS scheduling. These results 

when implemented in real time along with Fog-edge computing at the end of network would 

further reduce the time and energy consumption. Bring the computation and data transfer closer 

to the IoT devices using a edge computed is seen to reduce the network communication time by 

18%. A comparison of results obtained by running the Clousim scheduler for varied values 

provide a clear depiction of the results as in Figure 15. 

 
Figure 15: FCFS Vs SJF algorithm  



 

In cloud computing, work scheduling is determined by a variety of variables. Utilizing 

blockchain technology in conjunction with cloud computing for storage is a viable solution. 

However, calculating the load on DCs at predetermined intervals would waste a significant 

amount of energy and time. Additionally, blockchain mining takes a few minutes. As a result, 

blockchain technology is more secure. 

7 Conclusion and Future Work 
 

The primary objective of the study was to increase the Security and reliability of task scheduling 

by using blockchain technology. The CloudSim simulator aided in the implementation of the 

FCFS algorithm, which tries to decrease the amount of time spent waiting for other processes. 

The overall implementation of blockchain and FCFS algorithm was successful in achieving a 

reduced time and energy consumption along with data leakage prevention. Scheduling jobs in the 

sequential order possible might ultimately decrease total completion time but would likely fail to 

minimise SLA breaches. 

As a result, scheduling future work utilising a deadline-priority approach would be beneficial for 

avoiding SLA violations. Additionally, we presented a blockchain architecture for job scheduling 

by connecting DCs through a blockchain network. The duties are carried out on the least 

burdened DCs. The load of the DC is defined by this block, which must be increased at regular 

intervals. The suggested paper's limitation was to construct a smart contract that would assist in 

selecting the DC with the least load and executing the tasks on it. However, we were unable to 

draught the contract. 

The study paper's next work will be to assess the suggested work in a real-time context in order 

to determine that job scheduling utilising blockchain produces superior outcomes. Additionally, 

to construct smart contracts that would assist in allocating the job to the DCs with the lowest 

load. 
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