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1 Overview 
 

This research work is related to Sign Language detection in which gesture is recognized by 

using Deep learning Algorithms in cloud computing environment. The sensor gloves and 

camera-based system are the two primary strategies which have been used for developed the 

contact-based system. When we communicate through sign language, then we have use the 

hand movements and the facial expressions. The letters of the American sign language (ASL) 

and the Indian sign language (ISL) they made with the hands and they do not require the 

expression of emotions on the face.This study utilize Deep Learning Model such as VGG-19, 

Resnet-50, and custom build models, which programmatical implementation will be 

discussed further 

 

 

2 Prerequisite 
 

The section describes the required python packages and libraries that need to run the 
project. The figure 1 shows all required packages. 
 

2.1 Python 
 

In this project we are using python to simulate its working scenario, so it is important to be 
installed. Currently, there are two versions of python available python 2 and python 3. To 
run this project, we need python 3 to be installed.  
 

2.2 NumPy 

 
The numpy package is used to conduct the Weight mean average (WMA). Numpy is the 
scientific computing toolkit which is written in Python that is also used in the Panda for the 
data analysis.  

 
 
 

2.3 Sklearn 
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Sklearn is generally python’s most useful machine learning library. One of the purpose of 
importing sklearn library is to split the data in train and test and it is also used to encode the 
categorial value into the numeric values. It includes the classification, regression, clustering 
and dimensionally reduction are the useful capabilities in the sklearn toolkit for machine 
learning and the statistical modelling. 
 

2.4 Pickle 

 
Pickle is used in python object structure and is basically used for store the data. It is used to 
transform a python object into a byte flow in order to save it to a file of the database, in 
order to retain the state of the application across all send data over the network sessions. 

2.5 Matplotlib 
 

Matplotlib is a graphical plotting toolkit. Python and its numerical extension NumPy are 
both cross-platform and run on all platforms. It is an open source replacement for MATLAB. 

2.6 Tensor flow  
 

Tensor flow is an open and free source library for the numerical computing. Google 
introduced and maintains it, and it is licensed under the Apache 2.0 open-source license. 
This same API is apparently for the Python programming language, but it also provides 
access to the entire C++ API. It is capable of running on single CPU systems, GPUs, mobile 
devices, and on the large-scale distributed systems with the hundreds of machines. 

 

 
Figure 1. Importing packages 

 

 

3     Data preparation for Experiments 
 

This section will explain how to upload data in google drive that is connected with Colab. 

Firstly, unzip the artefact.zip file, the structure of the files should be similar as shown in fig 

2. The tree like structure shown in figure is built by (Friend, N. 2020) 
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Figure 2. Files directory 

 
asl_alphabet_test: This folder contains samples of sign language images for testing purpose.  
 
Encoder .data :- The encoder .data is define as the binary fie of actual labels of training data.  
 
Five layers CNN .h5 :- This is the best saved file of best model on the basics of ealuation metrics. 
 
Main .ipynb :- This is the main jupyter notebook. 
 
Model .ipynb :- This is the jupyter notebook for model training.  
 
Readme .txt :- Readme file contains dataset link. 

 

 

3 Google Colaboratory Environment Setup 
 

Google Colab is used to execute the project. In our dataset, ASL Alphabet has the large 

number of pictures that’s why we are using colab a free cloud service for jupyter notebook 

file execution. Jupyter notebooks can be run freely in Google Colab. The colab environment 

already has all of the necessary packages and libraries installed. The free edition of Colab 

comes with 12 GB of RAM and a remote hard disk of 38 GB. 

 

1. Go to https://colab.research.google.com/ and login in with any Gmail account to use 

the Colab. 

2. Three types of run types are available in google colab i.e. None, GPU, and TPU. We'll 

select none as shown in fig.3 
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Figure 3. Colab Run-type 

 

3. Now mount your google drive in Colab notebook as shown in fig. 5. The path 

directory needs to be change if required. Upload the code and data file to this 

directory. The details of the files are explained in section 2. 

 

 
Fig.4 Drive Mount. 

 

IMPLEMENTATION 

 

 

There are 29 classes and batch size is 4 and the epoche size is 10. 

Set the system parameters and variables with appropriate values after mounting the Google 

drive in Colab and importing the required packages and files (fig.4) 
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Fig. 5 System parameters 

 
Fig.6  Pre-processing of training data 

 

 

 

VGG-19 

 
VGG-19 load pre-trained VGG model with imagenet weights 

 

 
Fig. 7 VGG-19 

  

 

RESNET 50 

 
RESNET 50 load pre-trained RESNET50 model with imagenet weights. 

 

 

 
 

Fig. 8 RESNET 50 

 

CUSTOM MODEL WITH THREE LAYER 
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Custom model with three layer with a three convolution layer having “relu” as a activation 

function following a dense layer with “sigmoid” activation layer. 

 

 
Fig. 9 Custom model with three layer 

 

 

 

 

CUSTOM MODEL WITH FIVE LAYER 
 

 

Custom model with five convolution layer having same “relu” as an activation function but 

the dense model is having two layer first dense layer with “sigmoid” activation layer and 

second dense layer with “softmax”.  

 

 

 
Fig .10 Custom model with five layer 
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Save the best model in .h5 extension and dump the actual labels of training dataset using 

pickle file. 

 

 
Fig. 11 Save model 

 

For real time prediction via webcam. Open the main.ipynb in local machine using jupyter 

notebook.  

Load the save files in notebook and define a function for alphabet prediction. 

 
Fig. 12 Loading the save files 

 

 

Real time streaming from file directory. 
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Fig. 13 Stream for directory 

 

Real time streaming using OpenCV. 



9 
 

 

 
Fig.13 Live stream 
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