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CONFIGURATION MANUAL 

 

1. Introduction 
This configuration manual gives a detailed information regarding all necessary 

hardware and software setup required to build the entire system from scratch. The 

configuration manual will help in replicating the research done by using a more 

practical way. We are going to evaluate the complete working of the system with its 

user interface.  

 

This document provides the steps to replicate the implementation of the research 

“Spam Email Detection using Machine Learning”. The main aim of the research is 

to detect Spam emails for the dataset using two different Test processing approach : 

Count Vectorization & TF-IDF. For building this model, involves implementing 

various machine learning algorithms like Naive Bayes, Logistic Regression, 

AdaBoost & Random Forest Classifiers. This manual is organized in sections and the 

process is explained from data collection to evaluation of the results. The following 

are structured as the environment for conducting this research has been provided in 

the section 2, then the preparation of data and procedure for handling them is 

provided in section 3. Finally, the implementation and evaluation of the research is 

provided in section 4. 

 

The Configuration Manual will be divided into six sections excluding this 

introduction part. 

• Environmental Setup 

• Libraries Required 

• Dataset 

• User Interface 

• Implementation 

• Code Repository 

 

 

2. Environmental Setup 

 

2.1 Hardware Requirements 

• 8GB RAM. 

• 250 GB HDD. 

• 2.2 GHz Intel. Core i5 

 

 

 

2.2 Software Requirements 



 
 

• Windows 10 

• Python 3.6.3 

  

 

2.3 Programming Prerequisites 

• Python(Version 3.6.3) 

• Visual Studio Code IDE 

 

3. Libraries Required 
 

All the libraries required for building this research project are mentioned in table 1 

along with their usage: 

 

 

 

pandas It offers data structures and operations for 

manipulating numerical tables and time series 

numpy It is used for working with arrays. It also has 

functions for working in domain of linear algebra, 

Fourier transform, and matrices 

sklearn Used for implementing various machine learning 

algorithms : Gaussian Naiive Bayes, Support vector 

classifier, LogisticRegression 

 

 

matplotlib It is used for plotting various graphical visualisations 

RE Package to perform Regular Expression operations 

sklearn.metrics 

 

For generating various performance metrics: 

Accuracy, ROC, Confusion matrix 

Os To perform operating system level tasks for file 

operations  

sklearn.ensemble 

 

Implementing RandomForestClassifier, 

AdaBoostClassifier, 

 

 

yellowbrick.classifier 

 

For generating intuitive ClassificationReport 

sklearn.feature_extraction.text Importing TfidfVectorizer & CountVectorizer 

For text feature extraction 

Tkinter For graphical user interface design 

4. Data Set Details 



 
 

 

CSDMC2010 SPAM corpus  dataset 

The proposed dataset has been taken from CSDMC2010 SPAM corpus, through 

Kaggle repository. This dataset contains spam and ham data folders with a spam count 

of 2332 files and ham count of 1083 mail files. Rather than making use of complicated 

hybrid models, our proposed approach utilizes simple working ML algorithms along 

with the concept of TFI-DF and CV. The dataset which is in the HTML format is 

further converted into plain text format using the text-processing technique 

Link to dataset : 

https://www.kaggle.com/c/anomaly-detection-challenges-2015-challenge-4/data 

 

 

 Below is the count model of dataset containing spam and ham files: 

 

 

 

 

 

 

 

 

 

Figure 5: Dataset of spam and ham files 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

https://github.com/jdwilson4/Intro-to-Machine-Learning/tree/master/Data/SPAMData
https://www.kaggle.com/c/anomaly-detection-challenges-2015-challenge-4/data


 
 

5. Implementation & Experiment: 

 

Following are the library imports: 

 
 

 

Directory Loading:

 
 

 



 
 

Data Pre-processing: 

 

Following are the data preprocessing techniques implemented: 

• Stop word removal 

• Punctuation detection 

• Tokenization 

• Stemming – using Porter Stemmer 

 
 

 

Text Feature / Vectorizing the data: 

 

• CountVectorizer 

 
 

• TF-IDF  

 
 

 
 

 

 

 

 



 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Model  Implementation: 

 

 

 

• Experiment 1 – Multinomial Naiive Bayes on CountVectorizer  

 

 



 
 

 

 
Classification Report: 



 
 

 



 
 

  



 
 

Experiment 2 – LogisticRegression on CountVectorizer 

 

  



 
 

 

  



 
 

Classification Report: 

 

 



 
 

Experiment 2 – LogisticRegression on CountVectorizer  

  



 
 

 

Classification Report: 

 



 
 

 

  



 
 

Experiment 3 – Adaboost on CountVectorizer 



 
 

 

 

Classification report:. 

 

 

  



 
 

Experiment 4 – RandomForest on CountVectorizer  

 

Random Forest using Count Vectorizer :Accuracy :  96.92532942898976 

 

  



 
 

  



 
 

Classification report 

 

 

  



 
 

Comparative Analysis of Various Algorithms using CountVectorizer 

 

 

  



 
 

• Experiment 1 – Multinomial Naïve Bayes on TF-IDF 

 

 
 

 

MultinomialNB using TFIDF Vectorizer :Accuracy :  91.94729136163983 

 

 

 

 

 



 
 

 

 

Classification Report:  

 

 

  



 
 



 
 

Experiment 2 – LogisticRegression on TF-IDF Vectorizer 

 

  

LogisticRegression using TFIDF Vectorizer :Accuracy :  94.5827232796486 

 

  



 
 

Classification Report: 

 

 

  



 
 

 

Experiment 3 – Adaboost on CountVectorizer  

 AdaBoost using TFIDF Vectorizer :Accuracy :  96.77891654465594 

 

 

  



 
 

Classification Report 

 

 

  



 
 

 

Experiment 4 – RandomForest on TF-IDF Vectorizer  

 

Random Forest using TFIDF Vectorizer :Accuracy :  96.63250366032212 

 

  



 
 

Classification Report: 

 

 

  



 
 

 

Comparative Analysis of Various Algorithms using TF-IDF Vectorizer 

 

 

  



 
 

GUI OUTPUT: 

 

 



 
 

 


