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1. Introduction 
The criteria for deploying the method that was developed to identify bitcoin crypto-hijacking 

through monitoring the CPU usage employing deep learning algorithms are outlined in the 

accompanying configuration manual. In addition, the document will deal into the software 

and hardware prerequisites which were required to execute the assignment efficiently. 
 
 

2. System Configuration 
The hardware and software specifications necessary to complete this research are mentioned 

below: 

 

 

2.1. Hardware Requirements: 
 Operating system: Windows 10  

 System Compatibility: 64-bit 

 CPU: 10th Gen Intel(R) Core (TM) i7-10750H CPU @ 2.60GHz   2.59 GHz 

 RAM: 8.0 GB 

 Storage: 456 GB 

 

 

2.2. Software Requirements: 
 Programming Language tools: Google Colab Community (Cloud-based Jupyter 

Notebook Environment) (Version: 2021.2(64 bits)), Python (Version: 3.8(64 bits)) 

 Email Account: Gmail for Google Drive 

 We Browser: Google Chrome 

 Other software: Microsoft Word 

 

 

3. Project Development 
This category describes how to build up the infrastructure and how to obtain information. 

 

 

3.1. Google Colab Community Environment setup 
Colab is a web-based Python editor that empowers anyone to develop and run unconstrained 

Python code. It's notably useful for deep learning, data processing, and education. 

 



2 
 

 
Figure 1: Google Colab Community 

 
 

3.2. Dataset 
The dataset is sourced from kaggle, a publicly accessible website. Kaggle is a website that 

allows you to search datasets and create predictive models. Upon downloading the data from 

Kaggle, it was published to Google Drive together with python code created in Google Colab. 

 

 
Figure 2: Google Drive Data 

 

 

3.2.1. Dataset Summary 
The dataset consists of three files namely normal, abnormal and complete data.  

3.2.1.1. Abnormal dataset 
The abnormal dataset includes the time-series performance data during a crypto-hijacking 

attack.  
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Figure 3: Data row analysis for abnormal dataset file 

 

 

Figure 4: Data shape analysis for abnormal data file 

 

3.2.1.2. Normal dataset 
The normal dataset includes the time-series performance data during no cryptojacking attack.  
 

Figure 5: Data row analysis for normal data file 
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Figure 6: Data shape analysis for normal data file 

 

3.2.1.3. Complete dataset 
A collective of abnormal and normal datasets can be found in the complete dataset. 
 

 

Figure 7: Data row analysis for complete data file 

 

 
Figure 8: Data shape analysis for complete data file 

 
 
 

4. Implementation 
This proposal's libraries must be installed before it can be implemented. Those libraries that 

aren't present can be imported with the pip command. 
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Figure 9: Imported Libraries 

 
 

The dataset is compressed and in csv format. As a result, it must initially be unzipped. 

 
Figure 10: Unzipping the dataset 

 
 
All the operations are performed on complete dataset.  
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Figure 11: Data type analysis for complete datafile 

 
 

 
Figure 12: Statistical data analysis of complete data file 
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4.1. Data Description for complete dataset 

 

Figure 13: Numerical data analysis for the complete dataset 

 

The figure above depicts the numerical data analysis for the complete dataset. For the 

numerical data analysis data columns with integer or float data types are considered. The data 

columns with object data types are utilized after label encoding. 

 

 

4.2. Label encoding for complete dataset 

 

Figure 14: Label encoding for the complete dataset 
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The figure above depicts the label encoding for the complete dataset. Label encoding 

basically includes transforming the data labels into numerical values so that the machine can 

understand the data attributes and features. 

 

4.3. Data Pre-processing for complete dataset 

 

Figure 15: Data splitting for the complete dataset 

 
 

4.4. Data Description, Encoding and Pre-processing for 

selected 8 column datasets 

 

Figure 16: Numerical data analysis for the selected 8 column dataset 
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Figure 17: Label encoding for the selected 8 column dataset 

 

Figure 18: Data splitting for the selected 8 column dataset 

 
 
 

4.5. Data Description, Encoding and Pre-processing for 

selected 16 column datasets 

 

Figure 19: Numerical data analysis for the selected 16 column dataset 
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Figure 20: Label encoding for the selected 16 column dataset 

 

Figure 21: Data splitting for the selected 16 column dataset 

 
 

5. Models & Output 
The fittings of all four models are mentioned below: 

 

5.1. Model Training 
 

5.1.1. Naïve Bayes model 
 

 

Figure 22: Naive Bayes model fitting 

 



11 
 

5.1.2. K-Nearest Neighbor model 
 

 

Figure 23: K-Nearest Neighbour model fitting 

 

5.1.3. Decision tree model 
 

 

Figure 24: Decision tree model fitting 

 

5.1.4. Random forest model 
 

 

Figure 25: Random Forest model fitting 
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5.2. Comparative Analysis 
 
 

 
Figure 26: Comparative analysis for complete dataset with respect to accuracy value 

 
 

 

Figure 27: Comparative analysis for selected 8 datasets with respect to accuracy value 
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Figure 28: Comparative analysis for selected 16 columns dataset with respect to accuracy value 
 
 
 

6. Results 
Random Forest and Decision Tree are two of the four algorithms in this categorization 

approach that have a 99 percent accuracy rate. The KNN model has an accuracy rate of 

around 89 percent, while the Nave Bayes model has a score of 43 percent. 
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