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1 Forensic tool A VML

AVML tool is readily available on GitHub. The newest release of the file will be downloaded
into the path ‘“/home/ubuntu/Downloads”. Since the file will not have readable permission,
775 permissions will be given to the file using chmod. If the avml file is run without
specifying a filename at end it will show error since a file is required to save the output
obtained after running the avml file. Since output of AVML will be a memory dump the
filename will be given as memory.dmp. The command “./avml memory.dmp” will be run.
Depending on the RAM given to the Ubuntu system the time will vary in collecting the
memory. After a short file memory.dmp file will be created with size equal to that of RAM
allocated to the Linux machine. This is shown in Figure 1. In this case since the RAM
allocated was around 4 GB the size of the file created will also be same. The memory dump
that will be obtained will be in LIME format and will be a binary file. To analyze this binary
file volatility can be used. Volatility is an open-source framework that will aid in memory
forensics. From GitHub the https clone of the volatility can be copied. Using “git clone”
command the volatility can be cloned into the Ubuntu system as shown in Figure 2. Once
done volatility directory will be visible in the Downloads directory. There is compilation file
by the name of Makefile that can be viewed wunder the path
“/home/ubuntu/Downloads/volatility/tools/linux”. To compile this file dwarfdump is required
which can be installed with the help of apt install. Once this is installed the command “make”
can be given which will then executes the volatility and creates “module.dwarf” file in the
same directory ‘“/home/ubuntu/Downloads/volatility/tools/linux”. This is shown in Figure 3.
The main purpose of this is to have volatility profile specific to kernel version of the ubuntu
system.



ﬁ ubuntu [Running] - Cracle WM VirtualBox — (] =
File Machine View Input Devices Help
Activities [E Terminal ~ wed 15:29

ubuntu@ubunktu-VirtualBox: ~/Downloads

File Edit WView Search Terminal

ubuntu@ubuntu-virtualBox:~

avml

ubuntu@ubuntu-VirtualBox: nl chmod 775 awvml
ubuntu@ubuntu-VirtualBox: ~, nl .favml memory.dmp
Error: "Need CAP_SYS_ADMIN teo read /fproc/iomem”™
ubuntu@ubuntu-virtualBox:~/Downlo S sudo . jJavml memory.dmp
[sudo] password for ubuntu:
ubuntu@ubuntu-virtualBox:~/Downl sS 11 -h

total 4.1G

drwxr-xr-x 2 ubuntu ubuntu Aug 10 15:28 . /[
drwxr-xr-x 15 ubuntu ubuntu Aug 1@ 15:28 ../

- TWXIWXT - X 1 ubuntu ubuntu Aug 16 15:27 avml¥
-rw-r--r-- 1 reoot root Aug 1@ 15:28 memory.dmp
ubuntu@ubuntu-virtualBox: ~, n S

Figure 1: Initiating AVML to create memory dump
ubuntu@ubuntu-VirtualBox: ~/Downloads/volatility/tools/linux

File Edit View Search Terminal Help

buntu@ubuntu-VirtualBox:~, inloads% git clone https://github.comfvolatilityfo
ndation/volatility.git
loning into 'volatility'...
remote: Enumerating objects: 27411, done.
remote: Total 27411 (delta @), reused @ (delta ©), pack-reused 27411
Receiving objects: 100% (27411/27411), 21.10 MiB | 21.57 MiB/s, done.
Resolving deltas: 100% (19758/19758), done.
buntu@ubuntu-vVirtualBox:~/ LELR
otal 4197904
drwxr-xr-x 3 ubuntu ubuntu 10 15:32 ./
drwxr-xr-x 15 ubuntu ubuntu 4096 Aug 18 15:28 ../

1 ubuntu ubuntu 4130608 Aug 160 15:27 avml¥*

1 root root 4294500448 Aug 10 15:28 memory.dmp
drwxrwxr-x 8 ubuntu ubunt Aug 10 15:32 wvolatility/
buntu@ubuntu-virtualBox: Jownlo % cd volatility/tools/linux

buntu@ubuntu-VirtualBox ) L fvolatility/toc linuxs$ 11

pue

otal 40

drwxrwxr-x 3 ubuntu ubuntu 1 15:32
drwxrwxr-x 6 ubuntu ubuntu 4896 1 15:32
drwxrwxr-x 2 ubuntu ubuntu 4896 i 15:32
-rw-rw-r-- 1 ubuntu ubuntu 384 1 15:32
-rw-rw-r-- 1 ubuntu ubuntu 314 1 15:32
-rw-rw-r-- 1 ubuntu ubuntu 17625 1 15:32
buntu@ubuntu-VirtualBox:~/ vnlo atilit

Figure 2: Cloning volatility



ubuntu@ubuntu-VirtualBox:~/Downloa olatility/tools/1linuxs 11
total 3328
drwxrwxr-x
drwxrwxr-x
drwxrwxr-x

ubuntu ubuntu 4096 16 15:40
ubuntu ubuntu 4096 16 15:39
ubuntu ubuntu 41096 186 15:39

ubuntu ubuntu 314 10 15:39 Makefile.enterprise
ubuntu ubuntu 17625 10 15:39 module.c

3

6

2

1 ubuntu ubuntu 384 18 15:39

1

1

1 ubuntu ubuntu 3363044 18 15:40 module.dwarf

Figure 3: Compiling Makefile to create module.dwarf

The next step is to create the zip archive of the volatility profile. The zip file should contain the newly complied
module.dwarf file and debug symbols found in the system.map file of the currently running kernel. The name of
the zip file can be given same as that of the kernel version of the system but will help if there are multiple
profiles within the system as shown in Figure 4. This zip file can be feed into volatility to analyze the memory
image, but it needs to be placed where it can be accessed by the volatility. So the zip file will be moved to a
specific location, by using “mv” command, inside the volatility directory
“/volatility/volatility/plugins/overlays/linux/”.

ubuntu@ubuntu-VirtualBox: ~/Downloads

File Edit View Search Terminal Help
ubuntu@ubuntu-VirtualBox:~/Downloadss 11
total 41979064
drwxr-xr-x 3 ubuntu ubuntu 4096 Aug 1@ 15:38 ./
drwxr-xr-x 15 ubuntu ubuntu 4096 Aug 10 15:28 ../
-rwxrwxr-x 1 ubuntu ubuntu 4130608 Aug 10 15: avml*
-Tw-r--r-- 1 root root 4294500448 Aug 10 15: memory.dmp
drwxrwxr-x 8 ubuntu ubuntu 4096 Aug 10 15: volatility/
ubuntu@ubuntu-vVirtualBox:~/D =S uname -a
Linux ubuntu-virtualBox #146~18.04.1-Ubuntu SMP Fri Aug 5 11:
43:34 UTC 2022 x86_64 x86_64 x86_64 GNU/Linux
ubuntu@ubuntu-VirtualBox:~/Downloads$ sudo zip ubuntu_5.4.0-124-generic.zip ./[v
olatility/tools/linux/module.dwarf [fboot/System.map-5.4.0-124-generic

adding: wvolatility/tools/linux/module.dwarf (deflated 91%)

adding: boot/System.map-5.4.0-124-generic (deflated 79%)
ubuntu@ubuntu-VirtualBox:~/Downlc sS 11
total 4199148
drwxr-xr-x 3 ubuntu ubuntu Aug 18 15: alf
drwxr-xr-x 15 ubuntu ubuntu 4096 Aug ! ol
-rTWXrwxr-x 1 ubuntu ubuntu 4130608 Aug 10 15: avml*
-rTw-r--r-- 1 root root 4294500448 Aug 10 15: memory.dmp
-rW-r--r-- 1 root root 1273055 Aug

drwxrwxr-x 8 ubuntu ubuntu 4096 Aug 10 15: volatility/
ubuntu@ubuntu-VirtualBox:~/Downloads$ I

Figure 4: Creating zip file for volatility

The newly installed profile can be seen with the help of the command “python vol.py —info | more”. After this
using python we can point to the memory dump file created by AVML and specify the newly created profile to
list all the activities that has been going on in the Ubuntu system. This is shown in Figure 5. By using grep
command we can get the details for specific applications. The commands “python vol.py -f ../memory.dmp —
profile=Linuxubuntu_5_4 0-124-genericx64 linux_netstat | more” will list all the network activities that has
been carried out and “python vol.py -f ../memory.dmp —profile=Linuxubuntu_5 4 0-124-genericx64 linux_Isof
| more” will list all the open files. These outputs obtained will help in forensic investigation depending on
various needs of the forensic investigator.
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2016-07-16)

WinlOx64 15063 A Profile Windows 18 x64 (10.0.158063.
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2017-09-22)

Winl0x64_17134 A Profile Windows 10 x64 (10.0.17134.
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Profile Windows Vista SPO x64
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Profile Windows Vista SP1 x64
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Figure 5: Volatility profile created

2 Remote Acquisition GRR

Firstly MySQL will be downloaded into the Ubuntu machine if its installed. By using “sudo
apt install mysqgl-server” we can install MySQL. A database for the grr needs to be created
into the MySQL server. This is shown in Figure 6. The latest version of GRR will be
downloaded from the official site with the help of “wget” and will be installed. To ensure that
GRR server will be able to communicate with the datastore GRR will need to configure
datastore and IP address to communicate with the server. Hence while installing GRR, it will
prompt to ask for information like hostname, port, username, database and IP address. This is
shown in figure 7. An admin user will be created, and password will be set up to login to the
GRR server. Once these are done GRR installation will be completed.



ubuntu@ubuntu-VirtualBox: ~/Downloads

File Edit View Search Terminal Help
ubuntu@ubuntu-VirtualBox:~/Downloads$ sudo mysql -u root -p
Enter password:

Welcome to the MySQL monitor. Commands end with ; or \g.
Your MySQL connection id is 2

Server version: 5.7.39-0ubuntu®.18.604.2 (Ubuntu)

Copyright (c) 2800, 2022, Oracle andfor its affiliates.

Oracle is a registered trademark of Oracle Corporation and/or
affiliates. Other names may be trademarks of their respective
owners.

Type 'help;' or '\h' for help. Type '\c' to clear the current input statement.

mysql= CREATE USER 'grr'@'localhost' IDENTIFIED BY 'password';
Query OK, ® rows affected (0.81 sec)

mysql= CREATE DATABASE grr;
Query OK, 1 row affected (0.08 sec)

mysgl> GRANT ALL ON grr.* TO 'grr'@'localhost';
Query OK, O rows affected (0.80 sec)

mysgl> exit
Bye
ubuntu@ubuntu-VirtualBox:~/Downlo:

Figure 6: Setting up GRR database

-=GRR Datastore=-
For GRR to work each GRR server has to be able to communicate with
the datastore. To do this we need to configure a datastore.

GRR will use MySQL as its database backend. Enter connection details:
MySQL Host [localhost]: localhost

MysSQL Port (@ for local socket) [@]: 53

MysSQL Database [grr]: grr

MySQL Username [root]: root

Please enter password for database user root:
Configure SSL connections for MysSQL? [yN]: [N]: n
Successfully connected to MySQL with the provided details.

-=GRR URLs=-

For GRR to work each client has to be able to communicate with the
server. To do this we normally need a public dns name or IP address
to communicate with. In the standard configuration this will be used
to host both the client facing server and the admin user interface.

Figure 7: Configuring datastore and communication for GRR server

Once installation of GRR is completed we can access the GUI of GRR server in the browser by entering the IP
address port details in which GRR is set up. As shown in the Figure 9 GRR server is launced by entering
“10.0.2.15:8000” and giving the admin details. in the Binaries section of GRR server we can download the



required GRR client. We can unpack the GRR client with dpkg command. Once GRR client gets installed we can
click on GRR server again it will show the available client details as shown in Figure 10.

Settings
Artifacts

Binaries

& GRR | Home x S
« C O 8 10.0.2.15:8¢ 7 ® & =
@? GRR User: admin B Q @ =
MANAGEMENT
Welcome to GRR
Cron Jobs
Hunts Query for a system to view in the search box above.
Statistics Type a search term to search for a machine using either a hostname, mac address or |
CONFIGURATION
Binaries @ Use the new Ul to collect files, artifacts, and timelines.
Settings
Artifacts
Recently Accessed Clients
Mone.
*sem
Recently Created Hunts
Figure 8: GRR server GUI
& GRR| Binaries x s x
&« C O 8 10.0.2.15:8000/#/manage-binaries kg ® L =
@ GRR User: admin E Q e G
MANAGEMENT > Python Hack
<> on Hacks
Cron Jobs
Hunts Mone.
Statistics
CONFIGURATION

1 Executables

darwinfinstallers / grr_3.4.6.0_amd64.pkg
linuxfinstallers / gr_3.4.6.0_amd6&4.deb
linuxfinstallers / grr_3.4.6.0_amd6&4.rpm
windowslinstallers / dbg_GRR_3.4.6.0_amd&4.exe
windowslinstallers / dbg_GRR_3.4.6.0_amd&4.msi
windowslinstallers /| GRR_3.4.6.0_amd64.exe

windowslinstallers /! GRR_3.4.6.0_amd&4.msi



Figure 9: Binaries showing list of GRR client

&« & O & 10.0.2.15:8000/#/search ok L =
dmin : E Q @ ﬁ
) g
0s Client
[C] Online Subject Host . MAC Usernames First Seen . Label
Version version
2022-08-14
grr- 00:00:00:00:00:00 .
C.a00d50f5037bf37a 184 I 19:38:38 3246
O @ VirtualBox 08:00:27:5f:df:f8 g uTC

Figure 10: GRR client details
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