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INTRODUCTION

In this write-up, you will find the step-by-step guide to completely reproduce the face
spoofing detection using ensemble classifier. The steps followed to demonstrate the research

are listed below.

HARDWARE CONFIGURATION OF COMPUTER USED

Device specifications

Device name DESKTOP-FMITBOT

Processor Intel(R) Core(TM) i7-7600U CPU @ 2.80GHz 2.90
GHz

Installed RAM 16.0 GB (15.9 GE usable)

Device ID FBBBCTB5-638F-4CTC-8D45-2C490350D970

Product ID 00330-50959-02002-AA0EM

System type b4-bit operating system, x64-based processor

Pen and touch Pen and touch support with 10 touch points

Copy

Rename this PC

Windows specifications

Edition Windows 10 Pro

Version 20H2

Installed on 372572021

OS build 190421165

Experience Windows Feature Experience Pack 120.2212.3530.0
Copy

Fig 1: Configuration



The system properties of the computer system used in this research is as shown above in Fig
1. The windows
e  Windows 10 Operating System
e 8GB of RAM,
e Intel(R) Core Processor with 15-7200U CPU and frequency speed at 2.50GHz 2.70
GHz.
The specification is the minimum required for running the simulation.

ENVIRONMENT SET-UP

Environment setup refers to the configuration of the computer system to a mode where the system
can execute some specific commands.

PYTHON FOR WINDOWS

o/ BulMn Mo (@ic|sde A el Er|Qvi|fivl@p|Rc|@vi@7|@vw|ed|Qc|BAalws &x @a| + - a X

< C @ python.org/downloads/ T

Download the latest version for Windows

Download Python 3.8.2

Looking for Python with a different 0S? Python for Windows,
Linux/UNIX, Mac OS X, Other

Want to help test development versions of Python? Prereleases,
Docker images

Looking for Python 2.7? See below for specific releases

Looking for a specific cekedse?

Python releases by ver, number:

Releas ion Release date Click for more

Python 3.7.7 March 10,2020 & Download Release Notes

Python 3.8.2 Feb. 24,2020 & Download Release Notes

Python 3.8.1 Dec. 18,2019 & Download Release Notes

Python 3.7.6 Dec. 18,2019 & Download Release Notes

crry Dec. 18,2019 & Download Release Notes

https://www.python.org/downloads/release/python-3 -

28 O Type here to search O i e = a e m - AE =D 5:41 PM
- = o » 4/19/2020

Fig 2. Download of Python
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Licenses

All Python releases are Open Source.
Historically, most, but not all,
Python releases have also been GPL-
compatible. The Licenses page
details GPL-compatibility and Terms
and Conditions

»» Read more
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Fig 2.1 Installing Python software

Ro(Bu[Mb|Mio|[@ic|ss
€ c

|} liz

& jetbrains.com/pycharm/download/

[ | @ e

#sectio

Er|l@v|fiv@nr @c|lRv|e7|@w|ec|Qe|Ba|ws|Mo

dows

Tools Languages s Support Company Store a Q

PyCharm

System requirements

Installation Ir

https/iy

R Type here to search

thanks.ht

Community

For pure Pytho

support.

[¥les, I ag

5:33 PM

y Eﬂ = 7 ) 4/19/2020

Fig 2.2 Pycharm IDE download
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Fig 2.3 Pandas, Scikit-learn, numpy Python library installation via command promptr.

B Command Prompt - pip install tensorflow==2.0.0 - X
@)
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Fig 2.4 Keras, Sequential, Dense libraries installation

IMPLEMENTATION



DATA SOURCE

The dataset used was obtained from kaggle.

Rdg]g]@ Q Search SignIn

Create P
+ [ —— " ;
@ Home
Competitions H H
% i Face Anti-Spoofin
@ Datasets Python - Real and Fake Face Detection
<> Code
& Discussions Notebook Data Logs Comments (1)
€ Courses
v More Data

Input (225.79 MB)

real_and_fake_face (2 directories) > G st Siivess

o . Real and Fake Face Det...
~ [0 real_and_fake_face
» O training_fake

D D » O training_real

training_fake training_real

960 files 1081 files



2.Start IDE
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2.4 figure showing code construct of Random Forest implementation and Neural Network
import pandas as pd

import numpy as np

df = pd.read_csv("anti_spoofing.csv")

2.4.1 Read in dataset

print({"Shape: ", df.shape)
print{list(df.columns))

print({df.head())

Af rat = nd NataFramaih

2.4.2 Print shape of dataset

df_cat = pd.DataFrame()
for i in list({df.columns):
df_cat['{} _cat'.format(

i)}] = df[i].astype( ' category").copy()
df _cat['{} cat'.format(i)]

df cat['{} cat'.format(i}].cat.cot

print{df cat.head())
2.4.3 Convert to machine readable format

print(df_cat.head(}]

=
I

np.array(df_cat.drop('class_cat', axis=1)})

np.array(df_cat['class cat'])

ten
1]

2.4.4 Convert data to array category

AED Y S

:22 PM
4/19/2020 %



from sklearn.model selection import KFold

from sklearn.ensemble import RandomForestClassifier
from sklearn.metrics import fl_score

from sklearn.metrics import accuracy score

from sklearn.metrics import recall score

2.4.5 import metrics and random forest classifier from sklearn

kf = KFold{n_splits=5, random_state=42)

results = []

results2= []

for train_index, test_index in kf.split(X):
¥_train, X_test = X[train_index], X[test_index]
y_train, y_test = y[train_index], y[test_index]

model = RandomForestClassifier(n_estimators=188, random_state=24)

2.4.6 Split data to training and testing

Y¥_train = keras.utils.to_categorical(¥_train, num_classes)

Y¥_test = keras.utils.to_categorical(y_test, num_classes)

from keras.models import Sequential
from keras.layers import Dense, Conv2D, Flatten
from keras.layers import MaxPooling2D, Dropout
model = Sequential()#odd model Layers
model.add(Conv2D(32, kernel_size=(5, 5),
activation="relu’,
input_shape=input_shape))
model. add (MaxPooling2D(pool_size=(2, 2)))

tiona rwith 28 filLters

.n
m
m

LLd

]

¥ odd sSecond conv Lay

model. add (Conv2D({64, (5, 5), activation="relu'})

pooL1ing Layer

model.add (MaxPoocling2D{pocl size=(2, 2)))

fLatten aata

model.add (Flatten())

1t

2.4.7 neural network model activation

print(“fl-score: “, np.mean({results))
print({"Accuracy:",np.mean{results2))

print{“Recall:", np.mean{results3}}

2.4.7 Show evaluation and result



2.5 Figure Showing Result gotten
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