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Executive Summary 
As of writing this report, Cryptocurrencies are talked about everywhere, we see ads, posts, 
read articles, and posts on social media that tell us to invest in this coin or that coin but in 
reality, what do we really know?  

This project aims to analysis Tweets sent out from high-profile users who constantly tweet 
about low cap Crypto Memecoins such as SHIBA INU, DOGELON, DOGECOIN, MONACOIN, 
SAMPYEDCOIN. The introduction of the project explains the background, aims, and 
technology used. The project report briefly explains the complexity of the data and how each 
dataset was obtained, why the datasets obtained are suitable for the project, and how the 
datasets complement each other including the characteristics of the dataset, and visualisation 
tools used. The next phase is choosing the methodology and from early on in the planning 
phase the KDD methodology was the chosen methodology as the dataset was organised in 
the phases complementing the KDD methodology. These phases include the Selection of our 
data, pre-processing and data cleansing methods used, data transformation, data mining, and 
machine learning including LSTM which is used to predict the future prices of the coins 
mentioned above, and finally evaluation process. The following project report will contain a 
brief description of the analysis conducted and how the dataset extracted from the various 
APIs was used for pre-processing and data cleansing steps involved for implementations, data 
characteristics, and predictive analysis. Exploratory data analysis on why these certain 
methods were chosen for example why was the closing price attributes of each coin used for 
predictive analysis. The results will be explained in the results section of the report and will 
include all outputs, figures, graphs, and plots. 

LSTM also known as Long-Short-Term Memory will be used to predict the prices of the so-
called ‘Memecoins’ and will be using data obtained from the NLTK VADER Sentimental 
analysis polarity score to merge the data obtained from the Yahoo web scraper extraction of 
the mentioned crypto coins prices individually. Keras, TensorFlow, and Tenserboard were 
used for forecasting and data visualisation and UI interface, and various Python libraries such 
as Plotly for plots and graphs, NLTK for data cleansing, data pre-processing, and NLTK VADER 
were used for Sentiment analysis. All these libraries combined were used to produce a 
smooth development of the project.  
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1.0 Introduction 
1.1. Background 
In the 21st century precisely after the 2008 financial crisis where the global economy was 

largely affected by greed and dishonesty by the so-called trusted banks and governmental 
institutions, a minatory of people wanted to develop a global currency that does not rely on 
institutions and banks to verify transactions, people wanted to be in control of their financial 
future to prevent such crisis from affecting the ordinary individual and that’s when Bitcoin, 
the largest cryptocurrency was introduced. You may ask how does bitcoin or cryptocurrency, 
in general, bring back financial control to users who own them? Cryptocurrency is a digital 
payment system that does not rely on institutional banks to verify transactions, it's a peer-to-
peer payment system that can enable anyone from anywhere that has an internet connection 
to send or receive payments. Cryptocurrencies run on a distributed public ledger that records 
all transactions on the public blockchain, this means anyone can see how much a certain 
wallet has at one time but who owns the wallet is anonymous as the public blockchain allows 
for transparency.  

Since Bitcoin was introduced fast forward to 2022, where now you can buy fractional 
shares and ETFs of cryptocurrency as it has been widely accepted and institutionalised. Just 
like any successful product or currency, people wanted a piece of this so-called “digital gold” 
and developers began to develop their crypto coins and promote & market them as the next 
big coin. Schemes such as Pump & Dump began to be extremely popular as developers would 
create a coin and promote the coin on social media platforms such as Twitter and once the 
coin is released these developers would cash in on their profits leaving ordinary investors 
stuck with worthless junk coins.  

The aim of this project is to Analysis and predict data from Twitter tweets by both 
individuals who have an extremely large amount of followers on Twitter, we set out a task to 
investigate and explore these tweets against any possible correlations that would reflect in 
the historical prices. Our second task was to obtain tweets from regular users who constantly 
or periodically tweet on our chosen five memecoins which include Dogecoin, Dogelon, Shiba 
Inu, Monacoin, and Samocoin. We are also cross-examining the sentiment of the tweet and 
how it reflected on the prices of the memecoins. As a person who Is extremely interested in 
how the new age of our potential financial systems operates, I wanted to investigate the 
possible foul play that cryptocurrencies with low market caps can be publicized, pumped, and 
dumped on potentially naive investors. 
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1.2. Aims 
This project aims to identify patterns and correlations between the Tweets, Tweeted from 
users who have a large following base, and normal ordinary users who have an extremely 
small amount of followers who tweet on the “Memecoins” mentioned above. As you can 
see from the image, which was obtained from The Times, It includes a picture of the 
world’s richest person Elon Musk, holding the Dogecoin character to which he tweeted 
about sending the Memecoins price soars.  

 

 

 

 

 

 

 

 

 

Once the obtained data has been analysed, processed, and visualised, this project aims to 
further explore the data obtained from various APIs and Web Scrapers combined with the 
different python libraries used to aid in performing predictive analysis using LSTM. 

 

 

 

 

 

 

 

 

 

 

As you can see from Figure 1 above, Dogecoin has taken a sharp incline and declined every 
time it is mentioned by the world’s richest man, Elon Musk. This project aims to analyse 
and explore the data obtained in different graphs, machine learning models such as LSTM 

Figure 1: Dogecoin price movements over a period of continues Elon Musk tweets 
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would be used to forecast and predict future prices based on the results obtained in the 
data explanation. 

 

1.3. Technology 
1. 1.3.1 Visual Studio Code 

Visual studio code also known as VS Code, is a source code editor made by 
Microsoft. The chosen programming language is python and VS Code made it 
extremely seamless to transition and obtain each library required during the 
duration of the project. Vs code Pythons notebook was used to program our 
project, a seamless, easy-to-use process as it allowed us to essentially write up a 
certain line of code and execute it immediately followed by output. 
Vs code and specifically, python was used to extract data via various APIs and web 
scraper, using different python libraries such as NLTK, TensorFlow, and Keras LSTM 
to perform the data analysis including, pre-processing and data cleansing, data 
selection, sentiment analysis, and LSTM for data prediction. 
 

2. APIs & web scrapers 
 Twitter API was used to extract Elon Musk’s tweets and individual tweets of 

crypto enthusiasts. 
 Binance API was used to extract Dogecoin's historical prices in the testing 

phase. 
 Yahoo finance web scraper was used to extract live and historical prices of the 

five memecoins mentioned, data scraped was then merged into our data 
frame from previous data exploration and used in the prediction phase. 

 

3. Microsoft Excel  
 Daily extraction of Tweets via the Twitter API was extracted using VS code in 

python and saved as a CSV format. Excel is used in this project for storing a 
large amount of data that is used throughout the entire project phase.  

4. GitHub 
 GitHub is a code hosting platform for both version control and collaboration, 

GitBash is an extension of GitHub used in the Microsoft Windows environment 
that enables an emulation layer for the use of git CMD commands regularly for 
updating and uploading files to the GitHub repository created for this project. 
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1.4. Structure 
A brief overview of the structure of the project is as follows. 

Executive Summary: For this section, a brief summary of the report is explained. 

Introduction: In the introduction section of the report, it contains, a background on the 
project, the aims of this project, what were the outlined goals, and we briefly discussed 
the technologies used. 

Data: Discussed how the data chosen was suitable for our project, how the data was 
obtained, how the data was stored, and any pre-processing or data cleansing analysis 
conducted on the data.  

Methodology: Explanation of what methodologies could we have used and why the KDD 
methodology was picked ahead of CRISP-DM and SEMMA methodologies. 

Implementation: Implementing the dataset, the process undertaken  

Testing: Testing different methods and procedures, testing different data methods. 

Analysis: Explain in detail how the analysis was conducted, why we chose these methods 
of analysis, and why were they necessary? Could we of picked an alternative? Why LSTM 
was the chosen prediction model. Could we of picked a different model? 

Results: The relevant diagrams, Plots, graphs, and code snaps are added in this section. 

Conclusion:  a summary of the results, what was the expected outcome, and what could 
we have done differently, these include the advantage and disadvantages of the results. 

Further development: This section will be used to explore the possibilities of using this 
project elsewhere, could we possibly use it to predict future prices? 

References: Harvard Style referencing is required to satisfy the brief. 
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2.0 Data 
Background on potential data idea 
As I was scrolling through Twitter, brainstorming on how to potentially obtain a project idea, 
I stumbled across Tweets based on my interests. Cryptocurrency is wildly talked about in this 
day and age, and I began to notice different patterns, these patterns consisted of a random 
newly created coin being pumped thousands upon thousands of percent on social media 
platforms, and Twitter happened to be one of them. Users can essentially use the top two or 
three cryptocurrencies for clout, hashtags such as “#BTC” or “#ETH” and include a memecoin 
that is newly created ticker symbol, when a user sees these newly created coins ticker symbol 
included in the same tweets as the established cryptocurrencies such as Bitcoin and Ethereum 
they have a greater reach in terms of who sees it. This technique is widely used to gain some 
attention from well-known established cryptocurrencies. I then began to see increasingly 
newly created coins using the same patterns. This brought the idea of possibly exploring the 
type of data available for this project. 

What datasets are available? 
Cryptocurrencies are highly speculative therefore individuals are extremely wishful about 
newly developed coins, this leads to a lot of pump and dump schemes sometimes created 
accidentally as when people see a particular coin being mentioned a lot, they do not think 
twice before nose-diving into a pump and dump schemes. We have mentioned pump and 
dump schemes numerous amount of times but what is it? Pump and dump schemes are 
typically described when fraudsters spread false or misleading information to create a buying 
pressure on a low cap memecoin, this newly created hype will drive the price soaring then 
the dump happens, this is when these individuals who were hyping a certain coin up cash in 
on their profits.  

The data that is available to us is a tweet from users who are openly tweeting about the top 
five Memecoins mentioned above. These tweets will be obtained Via a Twitter API and 
analysed to further explore the effects if any on the historical prices of these coins.  

How will the data be obtained? 
Once the potential datasets are identified, The first step required to obtain data from Twitter 
is obtaining an API key via the Twitter developer portal, once we have successfully registered 
to the developer portal we then need to apply for the relevant account as the standard 
account is limited, in our case we need an elevated account. Once the API keys are obtained, 
we begin to look at the documentation made available to us on Twitter on how to use the API 
keys correctly to extract relevant data. A coding script will be coded on python via VS code 
and run, the below image will display the python code that is used daily to extract tweets and 
will be explained. 
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Using the Twitter documentation and altering the code to suit the data required, The above 
python code displays how the data is obtained from Twitter and I will go into details on how 
it is done.  

As we have five Memecoins to gather tweets for, we require five different coding scripts to 
suit the coins mentioned in the tweets. For this we must run the coding script daily to gather 
tweets on these coins in specific, but how is this done?  

As you can see from the above image of the python code, the script above can be altered to 
run keywords via the Twitter API, Keywords such as ‘Dogecoin or Shiba’ are used to filter 
through the tweets and only extract tweets that contain the keywords mentioned above. 
Once we have inputted the keywords, the API will return the data in the format coded. The 
format will include the following, the date the tweets were extracted, the user who tweeted 
about these specific coins, and finally, the tweets tweeted are all extracted into this format 
as specified in the code and saved in the following way. The file is named with the particular 
coin along with the date it was extracted, the second way the tweets are saved collectively 
each time the script is run into a CSV file grouped by all the other coins into the same CSV 
file and appended, therefore every time the script runs, the data extracted are  

 

Figure 3 Twitter API code 
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automatically saved into the correct file for use in the project. The format of the file in 
which the tweets are saved is displayed below. 

 

 

 

 

 

 

 

 

The file highlighted ‘data-cleansing.csv’ is the file used to store the collective tweets once 
the five different Twitter API scripts have completed the extraction, the data extracted will 
be appended daily into this file for use in the project on a day to day basis. The tweets 
extracted daily are of users who have tweeted about the coins mentioned in the last 24 
hours, this means that every day we have different based on how popular the memecoins 
are or who mentions them. The API has a limit of how many tweets are extracted at a time, 
its limit is one thousand tweets collected per coin, therefor we extract five thousand tweets 
in total between all five coins daily. Once we have the tweets collected, we require live or 
historical prices for the associated coins, This then brings us to the Binance API and yahoo 
web scraper. 

Binance (https://www.binance.com/en) is one of the world’s largest and most trusted 
crypto exchanges, therefore data obtained from Binance are considered extremely accurate. 
Binance has a free-to-use API for placing trades and data exploration and all you require to 
obtain the API is to sign up to Binance. Once you have finished your registration for Binance 
you can navigate to the API criteria on the website and generate API keys. It is extremely 
easy to generate such keys and with the help of the API documentation Binance has, you 
can edit the code to suit your need. The code snippet below is how Binance API was used in 
the project. 

 

 

 

 

 

 

 

Figure 4 Twitter API extraction folder 
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As you can see from the code snippet above, it displays the process of obtaining data from 
Binance API for Dogecoin.  

 

 

 

 

 

 

 

 

 

 

 

The code snipped above displays how the data dictionary using the documentation from 
Binance is used in displaying the relevant data required. 

 

Figure 5 Binance API 

Figure 6 Binance API Data 
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Yahoo finance web scraper is extremely easy to use in terms of scraping data, It does not 
require any Keys to obtain live or historical data, the only requirement is pip install and 
import the yahoo finance ‘pandas_datareader.data’ as web library on python and you are 
ready to extract the data. You can see from the code snippet below how Yahoo Web scraper 
was used in the project. From the below snippet you can also see that data that is indeed 
extracted contains the Date, Daily High, Daily Low, Volume, and Adj Close. 

 

 

 

 

 

 

 

 

 

 

How the following datasets obtained complement each other 
The project is centered around the tweets extracted from the Twitter API to explore the 
tweets collected we need to cross-examine the tweets collected using both Binance API and 
Yahoo Web scraper, without these two the tweets extracted essentially do not mean a lot as 
we cannot do too much with them. But since the tweets can be further explored using 
various NLTK libraries I will go into detail within the methodology, analysis and results I will 
explain why tweets extracted greatly complement the data scraped and extracted via the 
mentioned APIs as the title of this project is, Investigating how social media influences the 
prices of the top five memecoins we needed to extract data from a social media platform 
and Twitter was the chosen social media platform, we then needed both live and historical 
prices of these mentioned coins and our chosen API was Binance which I will explain why 
this was picked and Yahoo web scraper, these datasets complement each other greatly. 

 

 

 

 

 

 

Figure 7 Yahoo Web Scraper Data 
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Data Dictionary 
Table 1 Data Dictionary 

Variable name Date Type Explanation  
Twitter API Keyword 
Extraction 

  

Date Date Date of extraction 
TweetNo Integer Number of tweet 
User String User who tweeted the tweet 
Tweet String Tweet text extracted 
Twitter API Elon Musk data   
Tweet String Tweet text extracted 
Date Date Date of tweet 
Time Time Time of tweet 
Text String Tweet text extracted 
Binance API   
Open Integer Open price  
High Integer Highest price that day 
Low Integer Lowest price that day 
Volume Integer Volume of coins traded 
Quote Asset Integer Most recent traded price 
Tb Base Volume Integer Volume over 24 hour period 
TB Quote Volume Integer Price over 24 hour period  
Yahoo Web scraper   
High Integer Highest price that day 
Low Integer Lowest price that day 
Open Integer What did the price open on 
Close Volume Integer Closing volume 
Adj close Integer After all adjustments are done 
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3.0 Methodology & Implementation 
 

 

 

 

 

 

 

 

 

Figure 9 Methodology  

The chosen methodology for this project is the KDD methodology. KDD, CRISP-DM, and 
SEMMA methodologies were all explored and considered to be the chosen methodologies 
but from previous use and experience, the KDD methodology was picked ahead of the two 
mentioned above as these methodologies are widely used in business data analysis that is 
centered around a specific end task, KDD assists in laying out key phases that must be 
completed before moving onto the next. 

The KDD methodology, as displayed in the above image, KDD methodology consists of five 
steps, Data selection, Pre-processing, Transformation, Data mining, and Evaluation. 

The first step in this project and arguably the most crucial step in the methodology and the 
entire project in general is Data Selection. 

Data Selection  
 Exploration of both potential data sources available and current projects that may be 
similar to the project outlined. The first step in Data selection is identifying the potential 
data required. How did we determine which data is required? As previously mentioned, the 
project’s main objective is to explore the possible correlation between social media posts 
and prices of the top five rated memecoins, therefore the first possible data source would 
have to be a social media platform. Twitter was the chosen social media platform. Thorough 
research was conducted on the possibility of using Twitter as our main social media 
platform this consisted of researching possible use case studies previously conducted on 
Twitter data and how the format could be used, once the research on Twitter is the main 
data source from a social media prospective concluded I moved on to the next phase of 
obtaining Twitter API keys. This was a relatively straightforward process, Twitter developer 
portal required a Twitter account to be created and verified, once verified, you can register 
to the relevant developer account needed to extract tweets from Twitter( 
https://developer.twitter.com ). 

https://developer.twitter.com/
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Once the API keys were obtained, our first data source concluded, this brings us to the next 
step in obtaining data that greatly complements the Twitters data source, as our project's 
main focus is investigating the impact of social media on the prices of memecoins, this 
requires data from both a social media platform in which Twitter was chosen and the actual 
prices of memecoins. The prices of memecoins are required to complete the data selection 
phase, and live and historical prices are required to cross-examine tweets against the 
current and previous price action to determine possible trends in tweets. Prices of these 
memecoins are obtained from two sources. Binance is one of the world's most trusted and 
largest cryptocurrency exchanges and potentially obtaining the current and historical prices 
of these coins would be an extremely accurate and reliable data source. Like Twitter API, 
obtaining the Binance API keys proved relatively straightforward, to obtain the keys a user 
must create a Binance account and complete verification, once verified, you can simply 
generate an API key( https://www.binance.com ). The second source for the prices of these 
coins was the yahoo finance web scraper, which did not require any API keys, all it required 
was to import the correct library and it was ready to be used.  

The first data extraction through Twitter API was used to extract data from Elon Musk. As 
mentioned above, Elon Musk is the richest person in the world therefore tweets sent out by 
Musk have an enormous influence even if it is just his opinion. Elon musk has at the time of 
writing this report, eighty-eight million followers on Twitter, in late 2020 and early 2021 
Elon musk began to heavily tweet about a crypto memecoin called Dogecoin. Dogecoins 
prices skyrocketed. Moving 1000 + percent. Twitter API is used daily to extract tweets from 
Twitter through keywords coded into the python code, this means only tweets that contain 
the keyword coded are extracted. Five thousand tweets are extracted daily one thousand 
per memecoin, data such as Date of tweet, User, and the tweet are extracted and saved into 
a CSV format. Once the tweets have been obtained this brings us to the second stage in the 
KDD methodology, Data pre-processing. 

Pre-processing  
Pre-processing of the data in the KDD methodology is extremely important, this step 
explores the Twitter data obtained in the previous step. As mentioned once the tweets are 
obtained, they are saved into a CSV file format, this data is extracted in its raw form. The 
first step is viewing the data’s format, how was it extracted, was the extraction completed 
correctly, once these are confirmed we begin the stage of data cleansing. The first step of 
data cleansing happens in the excel file format, we view the file and ensure that all the data 
extracted was from the code we inputted therefore the data available in the excel file 
should contain the headings which are Date, TweetNo, User, And the Tweet. Daily, five 
thousand tweets are extracted from Twitter API, these tweets are extracted precisely 
therefore data cleansing from a CSV files perspective is not required as only the data that is 
needed are obtained. We then move our attention to data cleansing on python. As 
mentioned, the data that is extracted is from tweets that contain keywords coded in 
python, this means that the entire tweets are sometimes extracted that contain special 
characters that may cause the data at a later stage to give issues as it will not be in a 
recognizable format.  

https://www.binance.com/


16 
 

How was data cleansing in python performed?  
Dealing with complex data obtained from Twitter contains a lot of variables that won’t be 
used in the development stage of the project as data extracted at times come in a different 
language and dealing with an extremely large data source of over 400,000 rows can be 
extremely time-consuming if conducted manually, therefore research was conducted prior 
to initiating the first stage of data extraction to determine how the data extracted could be 
cleansed and what possible stages are required. The first stage of data cleansing as 
mentioned above requires an observation of the data collected, is this the format required, 
is there any changes required to the code, and of course there were, it was not a complete 
code therefore it required a lot of trial and error and once the requirements set out by the 
developer were satisfied the data extracted would be introduced into Vs code for use in the 
python.  

Data cleansing was initiated on tweets extracted from Elon Musk’s account with regards to 
tweets made by Musk on Dogecoin. The data file contained 13,000 tweets. Tweets on 
Dogecoin were filtered out and brought the dataset down from 13,000 tweets to just fifty-
two tweets, tweeted by Musk on Dogecoin. Once these tweets were cleansed, they were 
placed into a separate data frame created for later use in the project. 

Data cleansing conducted on a large complex dataset occurs daily until the project's due 
date. Data cleansing is initiated on the dataset through NLP using its NLTK library in python. 
NLP is also known as Natural Language Processing. NLP is an interdisciplinary field of AI, this 
is a technique used in teaching the computer/code in understanding the human language. 
NLP is used to extract information hidden through unstructured raw data. It is a 
sophisticated computer processing library that makes it essential use in processing data on a 
large scale.  

NLTK is required to process and clean unstructured data that will be used to analyse, 
extract, and predict. Three NLTK data processing methods were used, Tokenization, 
Frequency Distribution of words, and filtering of Stop Words. 

Tokenization is the process of breaking down the text in the tweets into individual tokens 
(words, sentences, characters) this is known as tokenization. 

 

 

 

 

 

 

 

 

Figure 10-Tokenization 
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The image above was obtained from Analytics Vidhya (https://www.analyticsvidhya.com) it 
displays how the sentence is tokenised into three different tokens converting the sentence 
Natural Language Processing into a tokenised format. Tokenisation was the first step of data 
cleansing, once this was completed, the next step was to use NLTK Stop Words. 

NLTK Stop Words are the most commonly used method in pre-processing when it comes to 
data cleansing. What words are considered stop words? Words that contain special 
characters, emojis, or any irrelevant words such as “a, they, the is, etc” are considered stop 
words, these special characters or words can be removed without affecting the outcome of 
the dataset. The below code snippet is the code used for removing stop words in the dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The code snippet above explains how the data that is fed into the NLTK Stop Words is the 
Twitter data extracted via the API, a data frame was created called ‘file1” that referenced the 
‘data_clensing.csv’ that could be used specifically in the Stop Words data cleansing phase. 
Once the Stop Words is completed, a separate data frame of the out was created called 
‘fstop.csv’ which will be used Frequency Distribution phase of the data cleansing. This then 
brings us to the next stage of the Pre-processing phase, Frequency Distribution. 

 

 

 

Figure 11-Stop Words code 

 

https://www.analyticsvidhya.com/
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NLTK’s Frequency distribution library is extremely important in data cleansing as it record’s 
the frequency of each word typically used in the dataset and how frequently it is used. When 
dealing with a large complex dataset, this is important to see what words are most used and 
mentioned in a dataset. The below code snipped displays how frequency distribution is used 
in the development of this project. 

 

 

 

  

 

  

 

 

 

 

 

 

 

Here you can see that the frequency distribution reads the CSV file created as a separate data 
frame from the above NLTK stop words. The data file created as a result is then used in the 
frequency distribution to obtain the frequency of words mentioned in the dataset once NLTK 
stop words have concluded. Using Vs code in the entire development of this project made it 
a seamless process as data frames created in previous steps can be linked in the project for 
both future and current use cases. From the above code snippet, we can see that a loop was 
indeed also coded to prevent any special characters potentially missed in the previous step 
to be removed as having special characters later on in development may cause issues in future 
phases in the development. The frequency distribution only considers displaying words that 
appear more than fifty times and graphs in the visualisation displayed below. 

 

 

 

 

 

Figure12- Frequency Distrubtion code 
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As you can see from the above graph, the frequency distribution of all the most used words 
in the dataset and the most popular memecoin Dogecoin tops the list with over 207170 times 
the word dogecoin mentioned. 

 

 

 

 

 

 

The code snippet above displays how the word Dogecoin was used 207170 times In the 
Twitter dataset collected. 

This concluded Pre-processing phase in the methodology, as mentioned above, the pre-
processing stage occurs daily as data is collected daily, this is made possible by using VS codes 
python notebook which allows each cell to be executed individually providing outputs that 
would be used in the stage of the development. This brings us to the next stage in the KDD 
methodology, Data Transformation. 

  

Figure 13- Frequency distribution plot 

Figure 14-Dogecoin distribution  
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Data Transformation  
Data Transformation is the third stage in the KDD methodology, and it involves the use of 
complex Twitter data extracted via the API, Binance API, and Yahoo web scraper to be 
involved in processes such as data migration and data integration, data warehousing, these 
are a vital part in both the KDD methodology and the overall development of the project and 
must be completed correctly to avoid future delays. 

Data transformation in the Twitter dataset may require a change of column, heading, or 
reproducing an existing column into a separate data frame to be used in the development. 
The date was changed from an American format into a European format, this was vital to 
prevent future errors as dates had to match once the neural network was introduced at a 
later stage in the development, and the date must be aligned to prevent wrong predictions. 
Once data transformation has been completed, steps such as data migration and data 
integration are required to be completed before moving on to the next stage of the 
methodology. Twitter data obtained through the API will be used in various ways, one way 
will be to obtain sentiment analysis of each tweet and then obtain an overall daily sentiment 
value, once this value is obtained, it needs to be integrated into the data obtained through 
the web scraper for use in the neural network, LSTM. Data visualisation will be performed on 
the dataset to obtain exploratory data analysis. This will be discussed in detail in the next 
stage of the methodology, Data Mining. 

Data Mining  
Data Mining is essentially the backbone of the KDD methodology as all the previous steps 
conducted and completed are put together in Data mining, steps include data selection, pre-
processing, data cleansing, and transformation. This stage is where the development of the 
project begins to take place, all the data required and obtained will be used in this stage. 
Observation and data exploration takes place to identify any possible trends in tweets sent 
out by Elon Musk on Dogecoin and if Twitter data extracted based on keywords of coins 
ticker symbol could be used to obtain correlations between price action and future price 
predictions.  

The first process will begin with the data obtained on Elon Musk. As previously mentioned, 
Elon Musk is the richest person in the world, so any tweet tweeted on Musk’s Twitter 
account would bring a lot of clout onto a memecoin. Combining the Twitter API dataset with 
the Binance API historical price action of Dogecoin would further assist us in the possible 
detection of patterns, trends, and correlations using Binance historical price to conclude the 
analysis. 13000 Tweets tweeted by Musk’s Twitter account were extracted into a CSV file 
format. Once the file was further explored, keywords such as ‘Doge, Dogecoin’ were used to 
filter the file from 13000 to just fifty-two tweets that mentioned the memecoin. The first 
use of Binance API was used to observe a general overview of the last one hundred days of 
the moving average of Dogecoin. This was used to analyse how Dogecoin was behaving 
when it is not mentioned in recent tweets with its price ranging as low as 0.11 cents and as 
high as 0.18 cents a coin and will be processed as a neutral overview.  
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Upon further observation of the narrowed down fifty-two tweets extracted from Musk’s 
account via the API, I came across a series of interesting tweets that would be seen as 
extremely positive news. On February 4th, 2021, Elon tweeted “DOGE IS THE PEOPLES 
CRYPTO” Dogecoin's price rallied 41.77% that day, and a series of tweets between 13/05/2021 
– 15/05/2021, were tweeted driving Dogecoin’s price another 50%. A collection of positive 
tweets are a visible representation of how the price of dogecoin reacted to such tweets. An 
additional observation on 19/05/2021 saw Dogecoins price tumble from around 0.68 cents a 
coin to as low as 0.21 cents a coin this will be viewed as a negative tweet. These three 
observations were visualised using graphs and will be displayed in the implementation stage. 
The final visualisation grouped the date of the tweets versus the historical prices of Dogecoin 
on these particular and was plotted to further analyse the correlations in the tweets and price 
moments.  

Data exploration regarding tweets tweeted by Elon Musk has concluded, Next analysis will be 
on data extracted from different users using keywords. Keywords such as ‘Doge, Shiba, Mona, 
Elon, Samo’ were coded using python as the programming language to extract any tweets 
that contained these tweets. The data dictionary used for this extraction included Date, 
TweetNo, User, and Tweet. Analysing a large complex dataset required data cleansing to be 
conducted upon confirming that the data dictionary extracted the correct data, pre-
processing and conducting data cleansing on the dataset used NLP, NLTK libraries such as 
Tokenization, Stop words and Frequency Distribution removed special characters from the 
dataset without affecting the output and frequency distribution counted the number of words 
above 50 that were most commonly tweeted. Once Pre-processing was concluded, Data 
Transformation was initiated, and this process included data migration and data integration 
along with the data warehouse created from both previous processes and current processes. 
Data Mining will be modeling that data starting with NLTK VADER Sentiment analyzer and AI 
recurrent neural network, LSTM. Sentiment analysis will be conducted on the entire dataset 
producing four outcomes, a Neutrality score of the tweet, a positive score, a Negative score, 
and an overall polarity score of the tweet. Sentiment analysis will be conducted on 400,000 
Rows as 5,000 Tweets are extracted daily. Once this is completed, to use these results in LSTM 
for predictive analysis, overall daily sentiment is required, this was conducted through 
grouping the Date and obtaining the overall mean of that particular day. The daily polarity 
score obtained will be placed into a separate data frame and will then be merged with the 
Yahoo web scraper and used in LSTM for predictive analysis. This will then bring us to 
Interpretation and Evaluation. 
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Interpretation and Evaluation 
This stage is used to evaluate and interpret all the information obtained through the data 
exploration in previous steps to present the discovered trends, patterns, and correlations in 
Tweets extracted from Elon Musk’s account. Sentiment analysis and neural network LSTM 
predicative analysis will be conducted on data obtained through keywords extracted via the 
Twitter API. The analysis will be conducted on VS code Notebook.  

Binance API and Twitter API data worked simultaneously to extract historical and live prices 
of Dogecoin, and Twitter API was used to extract data on Elon Musk, these two combined, 
allowing for the data obtained to be visualised into graphs and plots using the python Matplot 
library (https://matplotlib.org/) to produce a visualisation of findings. 

From the analysis conducted on numerous Tweets tweeted by Elon Musk, Graphs were used 
to present a visual representation of the impact tweets made by Musk reflected on the 
historical prices, as when a positive tweet was analysed and compared against how the price 
of Dogecoin reacted on that particular date the correlation is extremely clear and concise as 
it is represented on the graph with a huge spike represented on the graph. From the analysis 
conducted on the tweet’s dataset, Elon Musk single handily pumped Dogecoin 0.74 cents in 
early 2021. The historical price action that was also used from the web scraper confirmed a 
large volume in trading activity on Dogecoin on days when Elon Musk tweets regarding the 
memecoin. Negative tweets tweeted also had a significant impact and neutral tweets/ no 
tweets represented low trading volume and sideways movement in price action. finally, a 
graph was used to collectively plot the dates Elon Musk tweeted against the historical dates 
in price action. 

Keywords extracted via the Twitter API were used to obtain tweets that only contained words 
such as “dogecoin, Shib, Elon, Soma, Mona” only tweets with this mentioned word were 
extracted. Extraction was conducted daily accumulating five thousand tweets per day into a 
CSV file format which appended the file rather than overwriting it, this way it prevented a lot 
of manual data added to the file. Once these tweets were obtained, they went into VS code 
to be prepared for sentiment analysis. Before sentiment analysis is initiated, the dataset was 
cleansed which prepared the data for use in sentiment analysis and neural network, LSTM.  

Sentiment analysis was conducted using the NLTK VADER library ranking each tweet based on 
its numeric value, and polarity score. Below 0 was considered a negative tweet, zero was 
considered neutral and above 0 was considered a positive tweet. Once the sentiment of every 
tweet was obtained, the next step is to obtain the daily sentiment of each day the data was 
extracted, this was conducted by grouping the sentiment against the date of each sentiment 
and obtaining the daily mean. The daily polarity score was put into a separate data frame, 
then migrated and merged with the yahoo web scraper to explore the historical prices versus 
the daily sentiment. Once these were merged into a separate data frame it could now be used 
in the TensorFlow Keras python library using neural network, LSTM to predict the closing price 
of these memecoins.  

  

  

https://matplotlib.org/
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Implementation 
As previously mentioned, the development of this project was built on VS code using python’s 
notebook enabling the development of this project by executing each cell separately this way 
a code can be drafted up and run during the data exploration producing instant results for 
that particular cell. VS Code was the only free source text editor that was used to complete 
the project, although Jupyter notebook labs and PyCharm were also used in the initial phase 
of testing possible approaches and issues quickly arose which will be discussed in the testing 
phase of this report.  

All API and Web scraper data were extracted using python notebook on VS code. The first 
step in implementation required to explore the possibility of obtaining a Twitter API once that 
was viable the process of extracting Tweets from Elon Musk started. As mentioned above, I 
have a keen interest in cryptocurrency and the digital world, therefore news articles of my 
interest were observed prior to starting this project which essentially gave me the idea for 
this project. 

The first step of obtaining Twitter data required the code to be coded using the developer 
documentation, once the code was completed, Elon Musk's tweets were extracted and saved 
into a CSV file. This file was explored in excel and a data cleansing was required to filter out 
all the irrelevant data that was not of use in this project. Once this process was completed, 
the file size was brought down to fifty-two tweets that contained tweets on Dogecoin. This 
file was then saved into a new data frame labeled ‘53tweets.csv’ which will be accessed for 
the analysis. The first stage of the data gathering is completed for Elon Musk’s tweets, this 
brings us to the second stage which was using Binance API combined with Yahoos web scraper 
to analyse and visualise the findings. Binance API was coded using the Python-Binance API 
documentation (https://python-binance.readthedocs.io ). Once the Binance API ran, the 
results the API brought needed to be data cleansed as it was raw data that contained all the 
assets Binance offers to its users. The code snippet below displays the raw data obtained from 
the Binance API. 

 

 

 

 

 

 

 

 

 

 

https://python-binance.readthedocs.io/
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As you can see from the above code snipped, API was returning all the assets that Binance 
had on offer, there for a data cleansing was initiated on the API data to obtain data only on 
Dogecoin, which in Binance was named ‘DOGEUSDT.’ The below code snipped will display 
how Dogecoin prices were obtained from all the different assets. 

 

 

 

 

 

 

 

 

Figure 15-Binance API raw data 

Figure 16-Filtering Dogecoin 
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As you can see the raw data was analysed and DOGEUST(Dogecoin) price was extracted. 
Once Dogecoin was solely extracted, the data appeared in a JSON format. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As you can see from the above code snippet, the data from the API was extracted into a Json 
format which required to be modeled into a table for a better understanding of the data 
obtained. Using Pandas python library, a data frame was created for the data and visualised 
into a table below. 

 

 

 

 

 

 

Figure 17-Price of Dogecoin 

Figure 18- Data Table with no headers 
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Using the Binance API documentation obtained from Python-Binance, the table above 
required headings as this data shape above did not make a lot of sense. Therefore a data 
dictionary for this table was created using the API documentation. 

 

 

 

 

 

 

 

 

As you can see from the code snippet above, headings were added to the data frame. 
Further enhancements were added to the data as we can see from the below code snippet 
data obtained is now starting with ‘Open Time’ that includes an accurate date. 

 

 

 

 

 

 

 

 

 

From the above code snippet, Open Time now contains a valid date. Four visualisations will 
be displayed in the results section of this report which will be displayed on data obtained on 
tweets from Elon Musk. This will show if any, patterns, trends, and correlations in price 
action movements comparing it to dates of when the tweets were indeed tweeted. The next 
implementation below will be how keywords Tweets extracted via the API were indeed 
implemented. 

 

 

 

Figure 19- Data table with headers  

Figure 20-Open time as the starting header 
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As mentioned above, using the Twitter developer portal to obtain API keys to enable the 
extraction of specific data required for the development of this project was conducted using 
Twitter API documentation (https://developer.twitter.com/en/docs/twitter-api) using the 
documentation a code was deployed on python using VS code. Twitter API enables the 
extraction of tweets that contain these keywords. Once these tweets contained keywords 
such as ‘Doge, Shiba, Mona, Elon, Samo,’ a code was created for each of these coins 
separately to run daily extracting one thousand tweets per keyword totaling five thousand 
tweets daily. These tweets are stored in two different ways, one way these are saved is a 
CSV file is created each time the code completes the extraction followed by the date the 
data was extracted and the name of the keyword used, this way it is used for reference in 
case an issue arises, and the data is compromised. Each tweet is saved into a file for safe 
keeping.  

 

 

 

 

 

 

The screenshot above displays how the data was organised into files for safe keeping. A data 
warehouse is created for the data that houses all the five-coin keywords data extracted Via 
the API. ‘data-cleansing.csv’ is the data warehouse that was created that houses the data 
extracted. Data is appended to this file daily, this data file contains, the ‘Date, TweetNo, 
User, Tweet.’  Pre-processing of the data warehouse is initiated in VS code in the following 
way. Opening the file in Python and creating a data frame for the dataset to be used. Using 
NLP, NLTK Stop words, and Frequency Distribution libraries to remove special characters 
from the dataset without affecting the outcome of the data and frequency distribution is 
used to obtain the most used words from the tweets extract that appear more than fifty 
times. Once the pre-processing of the data is concluded, a new data frame is created from 
the existing data file of the newly cleansed data. This data frame will be used in NLTK, 
VADER python library to obtain the sentiment of each tweet once we have obtained the 
sentiment of each tweet. VADER library scores the tweets based on polarity scores, zero is 
considered neutral, below 0 is negative and above 0 is positive, an overall polarity score is 
given per tweet, once this is completed, we then move our attention to obtaining the 
overall daily sentiment. To obtain the daily sentiment, we grouped the date of the tweet 
with its polarity score and got the mean of the particular date, the mean gave us the daily 
sentiment of that date. A separate data frame was then created for the daily sentiment and 
merged into the Yahoo web scraper to be used in the TensorFlow Keras python library to be 
used in the neural network LSTM. LSTM will be used to predict the closing price of each 
Memecoin using the polarity score and yahoo finance for the predications. Using the data 
obtained from the sentiment analysis and conducting data migration with the yahoo finance 

Figure 21-API keywords extraction folder 

https://developer.twitter.com/en/docs/twitter-api
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web scraper, LSTM would be conducted on this data to predict the Adj closing price. Seventy 
percent of the data will be allocated to training the LSTM model and 30% will be used to test 
the results. The prediction results are measured using the loss and mean squared error 
which will be displayed below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The code snipped above is used in the pre-processing of the data, as mentioned above, 
NLTK Stop Words is used to remove all special characters in the dataset without affecting 
the final outcome. Once Stop words are removed, NLTK Frequency Distribution is initiated. 

 

 

 

Figure 22-Stop Words code with results 
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As you can see from the above code snipped of frequency distribution, the results of the 
distribution are graphed using only words that appear more the fifty times in the dataset. 

 

 

 

 

 

 

 

Figure 23-Frequency distrbtion 
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The above code snippet is of the LSTM exploring the data allocated to training the model. 
This shows us the model is working correctly as the Epoch is set to 20 meaning it loops the 
training data allocated twenty times bringing the mean square error down each time, every 
time the epoch loops through the data, it learns its algorithm reducing the error in 
predictions. This will be explained in detail in Analysis and Results section. 

Regression summary  

 As you can see from 
 the LSTM model 
 regression model 
 summary, the 
 number that are 
 inputted decrease 
 from 60-60- to one 
 predictions  
  

 

 

 

 

 

 

Figure 24-LSTM Epoch 

Figure 25-Sequential regression summary  
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Testing   
Unit testing is extremely important in the free flow of the project as it enables the 
developer to quickly draft up a code and parameters while also highlighting key variables 
needed in the project to notice if the data is indeed where it needs to be. A separate 
Notebook was created specifically for unit testing ensuring that the data frames and data 
extracted are in fact where they should be. The following examples display how Unit testing 
was conducted. 

Unit Test:  
ID: Test 001 
Test Description: Unit testing to see if data saved into a CSV format is correct  

Pre-conditions: If code executes and the data file is presented. 

Results:  Pass 

 

 

 

 

 

 

 
 
 

 

 

 

 

 

 

 

 

 

The Unit test passed as the data needed from the tweets were executed and displayed 
 without any issues. 

Figure 26-Case 1 
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ID: Test 002 
Test Description: Unit testing CoinMarketCap API end points ensuring data is extracted 

Pre-conditions: If code executes successfully and API results are displayed 

Results:  Pass 

 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The image above displays a successful deployment of the API endpoints extracting live data. 

 

 

 

Figure 27-Case 2 
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ID: Test 003 
Test Description: Unit testing data cleansing using NLTK stop words. 

Pre-conditions: Example data was inputted that contained special characters that needed to be 
removed  

Results:  Pass 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As you can see from the sample unit testing with regards to Stop words removal, the sample 
words were indeed cleansed of special characteristics and tokenized. 

 

 

 

 

 

 

 

 

Figure 28-Case 3 
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ID: Test 004 
Test Description: checking price data, observing the ‘Mona-Date.csv’ file to see if it is present 

Pre-conditions: observing the data file obtained through the web scraper for the memecoin Mona. 

Results: Fail  

 

 

 

 

 

 

 

 

 

Error code, No such file or directory: 'Mona-date.csv'. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 29-Case 4 
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4.0 Analysis & Results 
To satisfy the brief and the aims set out in the project, the process of analysis follows the 
KDD methodology as a guide. Various stages in the methodology must be complete before 
moving on to the next stage, although testing was initially started early in the development 
of the project, this gave the development different angles on how data exploration could be 
conducted and how it could be approached. The KDD methodology was chosen ahead of 
CRISP-DM and SEMMA as it was more practical for this Data analysis project while the other 
two were mostly used for business data analysis. 

 At the beginning of the data analysis project, aims were set out such as the core domain 
knowledge is the correct approach for the project, what are the expectations set out, and 
what is required to get those expectations utilizing the KDD methodology as a guide in how 
the project should be approached as stages in the KDD methodology include, Data Selection, 
Pre-processing and Data Cleansing, Data transformation, Data Mining including machine 
learning were all steps that required to be completed to meet the expectations of the Data 
analysis project. The goal of this analysis is to explore potential patterns, trends, and 
potential price action manipulation. To obtain a conclusion tests were conducted on the 
data such as reviewing the data obtained, Data cleansing, Sentiment Analysis, LSTM, 
visualising the findings using different APIs and web scrapping tools while also utilizing the 
Matplot library for plotting graphs. 

Data Selection 
As previously mentioned, Data selection is an extremely important step in completing the 
data analysis project as it requires numerous amount of time to ensure that the data 
selected does indeed complement both the brief and the project aims to set out. The first 
step of obtaining the data is reflected in the title of the project,’ The Impact of Social Media 
on the Prices of the Top Five Memecoins’ therefore the first data required for the project 
must be obtained from a social media platform. After analysing numerous different social 
media platforms such as Instagram, TikTok, Twitter, And Facebook, Twitter was the chosen 
social media platform as from researching Twitter, you can search using the ticker symbol of 
coin and get all the recent tweets that have mentioned this coin, this made it extremely 
viable in obtaining data from Twitter which was explored and chosen as the platform. The 
first plan of obtaining data from Twitter required a Twitter API. Once the API key was 
obtained from the Twitter Developer Portal(https://developer.twitter.com/) using 
Notebook on VS code, a python script was coded to implement the extraction of Elon Musk 
tweets and Individual user extraction using keywords. 

 

 

 

 

 

https://developer.twitter.com/
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As you can see from the above snippet used in python to obtain Tweets, Tweeted by Elon 
Musk the code uses the Twitter API saved as config.ini authenticating that we do indeed 
have access to obtain data from Twitter, a user code is inputted with ‘@elonmusk’ as the 
main user we wish to obtain tweets from. Once this code is compiled, one thousand tweets 
are extracted, historical tweets were also obtained, and will be discussed how they were 
cleansed in the following section. From the below image, we can see the tweets sent out 
today from Elon Musk’s Twitter account.  

 

 

 

 

 

 

 

 

 

As you can see from the above results, these are Tweets extracted from Elon Musk’s 
account and saved in a CSV format to undergo data cleansing and data exploration. 

Figure 30-Elon Musk API Extraction 

Figure 30-Data extracted 
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Once Elon Musk’s tweets have been extracted this concluded the data selection for 
individual user tweets using keywords is initiated. Keywords such as ‘Doge, Shiba, Mona, 
Elon, Samo’ were coded using python as the programming language to extract any tweets 
that contained these tweets from Twitter on that very particular day that the extraction.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The code snippet above displays the Python code used to extract keywords from Twitter. As 
you can see, one thousand Tweets are extracted, The data dictionary is used to extract the 
Date, User, and Tweet which is saved into a separate data file daily and appended into a 
data warehouse for use in the project. These tweets will be explored in the project but 
require data cleansing. 

 

 

 

Figure 31-Twitter API keyword extraction 
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Data Cleansing & Pre-processing 
Once our social media data has been obtained, we moved our attention to obtaining prices 
for these memecoins to begin our development and achieve our aims. While researching 
different ways prices could be obtained included different crypto exchanges such as 
CoinMarketCap, Coingecko, Coinbase, Binance, and Yahoo Finance. Upon further research 
on the potential of those mentioned above, Binance which is the largest cryptocurrency 
exchange was chosen as obtaining an API was extremely easy and seamless. Binance also 
had the most accurate prices of these coins followed by Yahoo Finance web scraper. 
Therefore, our chosen prices data extraction was these two. Now that we have identified 
our price data source. The next step was data cleansing. 

Using NLP, the NLTK library in python was used to perform data cleansing and data 
modeling. The first step was choosing the libraries that fit well with the development of the 
project, NLTK is widely used in python for data cleansing and sentiment analysis, it offers a 
range of different approaches to data cleansing such as tokenization, Stop words, and 
Frequency distribution. Keywords Tweets extracted were tokenized as some tweets 
contained a large text, yet this was not an issue in the development of the project this step 
was conducted to place large sentences into words that were then tokenized. Using the 
NLTK Stop Words method was extremely essential as this removed any misalignment in the 
data, removed spaces in the dataset that would affect the development, and most 
importantly removed special characters that could prevent the dataset from being explored 
further. Stop words did not affect the final output but if not done, the development may run 
into future issues that would prevent the data modeling and machine learning. Once stop 
words have been conducted the output was then placed into a new separate data frame 
and is used in the Frequency distribution of words that appear more than fifty times. This 
will be displayed in the results section.  

Data transformation & Data Mining 
After data cleansing was completed, the Development of the project required a sentiment 
analysis of the keyword’s tweets extracted. NLTK VADER( https://www.nltk.org)  was used 
to analyse each tweet extracted, VADER sentiment analysis relies on the dictionary to map 
lexical features to the emotion intensities known as a sentiment score this then produces 
the sentiment score of a text by essentially summing up the intensity of each word in the 
tweet. These are summed up and given a polarity score ranging between - 0 to + 0. Once the 
polarity score was obtained, the overall daily sentiment analysis was required as LSTM could 
not be used on every tweet as one thousand tweets per memecoin were extracted 
therefore it would be feasible in obtaining our aims. A polarity score was used from each 
tweet grouped by the date to obtain the mean score. The mean score then gave us the 
overall daily sentiment ranging from -0 which was the negative daily sentiment, zero was 
considered a neutral daily sentiment, and finally above 0 was a positive daily sentiment. 
Once the daily sentiment is obtained data migration is conducted with the polarity score 
used to merge with the yahoo web scraper. 

 

 

https://www.nltk.org/
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The above code snipped displays how the overall scores are obtained and separated 
creating a separate data frame from the sentiment analysis.  

 

 

 

 

 

 

 

 

 

 

 

 

The snippet above displays how the polarity score is migrated into its data frame and 
merged using pandas concat library with the yahoo web scraper to be used in LSTM.  

 

Figure 32-Dataframe of Sentiment analysis  

Figure 33- Merged data frame  
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Using LSTM neural networks is required to process the data obtained from previous steps in 
the development of the project and essentially train the model enabling it to make future or 
current predictions of how the prices of these memecoins reacted to the tweets. 

Once the data is merged into its data frame this would then be used in modeling the LSTM. 
The merged data frame is saved into a CSV format and migrated into the LSTM code. 

 

 

 

 

 

 

 

 

 

 

 

 

 

As you can see from the above code snippet of the LSTM code layout and how data from 
previous stages are now used to model the LSTM for predictive analysis. The saved merged 
data from the previous stage is placed into a new data frame and used for the neural 
networks, LSTM for closing price predictions. The results of the analysis undertaken will be 
displayed in the following results section. 

 

 

 

 

 

 

 

 

 

Figure 34- Merged data used in LSTM 
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Results 
Data on Elon Musk & Dogecoin 
Results and findings from the data analysis project have exceptionally amazed me, from a 
personal perspective, I consider myself a firm believer in the new digital world, and findings 
from this project have shocked me. The severity of patterns and correlations between the 
tweet's date and the historical price action movement has left me wondering whether the 
richest person in the world is taking advantage of his naive followers in essentially 
promoting Dogecoin or is he a genuine believer in the coin.  

The first dataset obtained through the Twitter API was the extraction of tweets from Elon 
Musk. Tweets were extracted as the data exploration predicted there was a strong 
correlation in price action movements after Elon tweeted a tweet regarding the memecoin 
Dogecoin. The test conducted was observing the last one hundred days of price action. 
Using Binance API, a graph was plotted to investigate the price of the current movement in 
Dogecoin, this would be classified as a neutral test. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As you can see from the graph above, Dogecoin’s price movements have been relative to 
the downside, ranging as high as 0.18 cents (USD) and as low as 0.07 cents. This is extremely 
important to obtain as data tested against tweets sent out from Elon Musk could prove 
effective in either direction.  

 

Figure 35-100 days moving average of Dogecoin 
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The second test conducted was with regards to a series of tweets tweeted by Elon Musk. 
Between 13/05/2021 to 15/05/202, Musk tweeted a series of extremely positive tweets 
such as ‘Doge is the peoples crypto’. While conducting the analysis using the historical prices 
obtained through the Binance API, I was able to visualise the price of Dogecoin on the dates 
these tweets were tweeted. 

 

 

 

 

 

 

 

 

 

 

 

 

As you can see from the above graph, there is a strong correlation between the tweets and 
how it reflects on the price, this is a pattern that was explored and tested against the tweets 
and identified a strong correlation between the price action and the positivity of the tweet. 
The below image it will show how the volume of Dogecoin increased exceptionally as a 
result of the series of tweets. 

 

 

 

 

 

 

 

 

As you can see the Volume drastically increased as a result of this series of positive tweets 
from Elon Musk, a comparison was done against days that Musk did not tweet about 
Dogecoin, and the Volume was drastically low/ normal.  

Figure 36-Positive Tweet 

Figure 37- Historical price extraction 
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As you can see the top half of the table above represents Dogecoin’s volume when it is not 
in the spotlight brought by Elon Musk and the below half is clout gained from tweets 
through Elon Musk. We can see an enormous change in volume brought in by Elon Musk 
tweeting about the coin. 

 

 

 

 

 

 

 

 

 

The arrows highlight the periods in which Elon Musk tweeted on Dogecoin. 

Figure 38-Volume between 2020-2021 of Dogecoin 

Figure 39-Volume correlated to Tweets Tweeted from Elon Musk 
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Look into LSTM regression results 

 

 

 

 

 

 

 

As you can see from the price and graph of Dogecoin on 09/05/2021, Elon Musk tweeted a 
tweet calling Dogecoin ‘a hustle’ this was seen as a negative tweet driving its price to 
plummet by 37%. The correlation between tweets and price action is extremely similar, this 
then led me to believe that this could be classified as a pump and dump scheme. Using 
pandas data frame and Matplot python library a combination of the historical price 
obtained from yahoo web scraper of Dogecoin and the tweets datafile using the date of the 
tweets and comparing it with the price movement of Dogecoin was plotted.  

 

 

 

 

 

 

 

Figure 40- Negative Tweet 
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The code snipped above displays how the below graph was plotted. The Y-axis represents 
the percentage change, and the x-axis represents the price change based on the tweet from 
the dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

As you can see the pattern in both negative and positive tweets tweeted by Elon Musk 
represents an enormous change in the price of Dogecoin.  

 

 

 

Figure 41-Setting up the code for Plot of Tweets 

Figure 42- All Tweets plotted against the price on that date 
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The next phase of the development of this project was to visualise the results obtained 
through the keywords API which extracted data from Twitter. As the data extracted from 
Twitter was routed to the data dictionary, the tweets themselves contained spaces and 
special characters that could essentially interrupt the development further. Data cleansing 
was initiated using NLP, NLTK python library, and methods such as Stop Words, 
Tokenization, and Frequency Distribution of the data were conducted. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As you can see the code snippet above represent the NLTK Stop Words code that was 
implemented to remove special characters from the data warehouse. 

 

 

 

 

 

 

 

 

Figure 43- Stop words data cleansing code  
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As you can see from the screenshot above are the results of the removal of Stop words 
using the NLTK library. This data is not cleansed and will be used in the next analysis. 
Frequency Distribution is used to analyse the most frequently-used words and graph them 
for visualisation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 44- Results of Data Cleansing  

Figure 45- Frequency of words above 50 
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As you can see from the code above and the graph representing the code, Dogecoin 
followed by Dogelon, and Shib is the most mentioned memecoin from the keywords tweet 
dataset. This represents their respective popularity. 

 

Once data cleansing on the data warehouse was completed, the next step of the 
development required to obtain a sentiment analysis on each tweet tweeted. With over 
400,000 rows of tweets collected via the API, the results are displayed below of how 
sentiment analysis was conducted.  

 

 

 

 

 

 

 

 

 

 

The above code snippet as previously seen displays how the sentiment analysis was 
conducted using NLTK VADER, Tweets from the data cleansing were used to obtain the 
sentiment of each tweet in the dataset. The result of this analysis is displayed below. 

 

 

 

 

 

 

 

 

 

 

Figure 46- NLTK,VADER Sentiment analysis 

Figure 47-Sentiment results 
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From the above image of how the results are displayed once the sentiment analysis is 
conducted, each line of text in the data warehouse is given a score based on the intensities 
of the text. The sentiment analysis is then separated from the text and tweet and only the 
date, and sentiment analysis of the tweets are then separated into a newly created data 
frame. 

 

 

 

 

 

 

 

 

 

 

 

 

The code snippet along with the data displayed above is used to obtain the daily sentiment 
analysis, this is conducted to isolate the data that will be used in the LSTM as the tweet text 
is not required. The overall daily sentiment was obtained by getting the date and dividing it 
against the daily average to obtain the mean, this gave us the overall daily sentiment.  

 As you can see the date and the overall polarity score have been
 separated and merged into a new data frame that will be merged                               
  

 

 

 

 

 

 

Figure 48-Polarity score  

Figure 49- polarity & Date 
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Exploratory Analysis 
Prior to initiating the Tenserflow LSTM neural networks, Exploratory data analysis was 
conducted collectively on the five memecoins using yahoo finance and Matplot to plot the 
analysis.  

 

 

 

 

 

 

 

 

 

 

 

 

The code snippet above displays the start of data extraction on the Memecoins for 
exploratory analysis.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 50- Setting up the required imports  

Figure 51- Price of memecoins collectively 
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The graph above represents the prices of the memecoins that display Mona as the highest in 
price comparisons to the rest of the memecoins. Dogecoin is the second-highest on the 
graph and from my analysis, It is proven to be the most popular. The next analysis looked at 
the volume of trade between all the memecoins. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

From the graph above we can see that throughout the data analysis project, Dogecoin had 
the most volume in both inflow and outflow in trades compared to the rest of the data 
obtained on the memecoins. Next analysis below displays the market cap gained during the 
period of the data extraction. 

 

 

 

 

 

 

 

 

Figure 52- Volume Traded 
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As you can see, the clout gained from previous tweets from Elon Musk regarding Dogecoin 
displays Dogecoin as the number one Memecoin in the crypto world. During the period of 
the data extraction, Dogecoin gained one billion USD in market share.  

 

 

 

 

 

 

 

 

 

Figure 52- Market cap gained during the data extraction period 
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As mentioned above, Dogecoin gained one billion dollars in market cap during the period of 
the development of the data analysis project, the graph below displays the moving average 
of Dogecoin during this period. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The final expletory analysis displays the overall percentage change in the prices of the 
memecoins. 

 

 

 

 

 

 

 

 

 

 

Figure 53- Dogecoin moving average 

Figure 54- Percentage increase 
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LSTM 
Once the exploratory analysis was concluded, the final implementation of this data project 
using the TensorFlow Keras LSTM neural network was initiated. As previously mentioned 
above Long-short-term-memory is also known as LSTM was considered and deployed in the 
project with very little knowledge of such a model prior to starting the project. Therefore, 
in-depth research was conducted on how to approach the modeling of the LSTM and the 
possible use of data. Using the data obtained through sentiment analysis, polarity score data 
that was indeed merged with the yahoo web scraper will be the main dataset file used in 
shaping and exploring the LSTM model.  

LSTM was modeled in a new Notebook with each Memecoin obtaining its LSTM code from 
data gathered using the sentiment analysis polarity scores and yahoo web scraper. The coin 
that will be presented below will contain the data on Monacoin.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The code snippet above initiates the LSTM model development, as you can see the data 
contained in the previous step is set up and a new data frame is used to call the data. The 
data file contains all the data required besides the ‘Date’ as it is no longer required.  

 

 

 

 

Figure 55- Setting up the LSTM 
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The code snippet below explains that the ‘Close’ price of Monacoin will be modeled into the 
LSTM to obtain future predictions on the likeliness of the closing price happening. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The code snippet above displays the start of data training, ‘look_back’ variable is used to 
model how many days the model needed to look back and three were the chosen days that 
the model would look back. ‘batch_size’ was used to fine-tune the model and three was 
chosen for optimal performance, ‘n_feat’ was set as three which meant that three 
predictions were to be printed out. These inputs were used to both train the data and 
display LSTM predictions. The ‘n_train’ parameter was used to update the above 
parameters every time the dataset introduced more data via the daily extraction. Fifty-three 
rows were used out of sixty-eight. Therefore, the majority of the dataset file was used to 
essentially train the LSTM model in prediction. 

 

 

 

 

Figure 56- Testing data 
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The above parameters are created for use in modeling the LSTM, this is used to train, test, 
and validate the predictions. As mentioned above the dataset used in the modeling of the 
LSTM is updated regularly and to prevent the developer from manually inputting the data to 
balance the model, the data set is coded that each time new data is added it is updated via 
executing the cell. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The above results of x_test and y_test are displayed from converting the parameters into 
NumPy arrays. These data frames were created from existing parameters used to house the 
data training, validation, and testing.  

Figure 57- Variable conversion 

Figure 57- Testing Y&X 
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The next stage is importing the TensorFlow Keras libraries required for the development and 
modeling of the LSTM, these are used for machine learning and neural networks producing 
the LSTM predictions. Tenserboard library is also used for User Interface visualisation. 

The first sequential regression is conducted on the training data. From the code snippet and 
Sequential summary below, we can see the data inputted for modeling.  

 

 

 

 

 

 

 

 

 

 

 

 

 

From the above code snippet, the first layer is the embedded layer that uses thirty-two 
vectors, the dropout is set at 0.1 and is used to implement a grid search parameters as 
rather than guessing the suitable dropout rate for our neural network, the test, tests 

Figure 58-Setting up important imports 

Figure 59- Sequential summary  
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different rates systematically. Dense is used as the output layer with a single neuron and an 
activation function to make one prediction for the two classes either in a positive manner or 
a negative. 

The next step in the LSTM development is creating a new data frame out of the original 
‘lstm_model’ naming it ‘hist’ this is then used to initiate the Keras ‘fit_generator’ making the 
training generator an argument. Tenserboard variables are added with the modeling for UI 
visualisation. 

 

 

 

 

 

 

 

 

 

 

 

 

The above code snippet is of the LSTM exploring the data allocated to training the model. 
This shows us the model is working correctly as the Epoch is set to 30 meaning it loops the 
training data allocated thirty times bringing the mean square error down each time, every 
time the epoch loops through the data, it learns its algorithm using neural network and 
machine learning reducing the error in predictions.  

From the above, we can see that the training data is indeed functioning as it should be and 
the machine learning from training the data is working as the mean square error number is 
decreasing every time the epoch completes a loop, the graph below will display how the 
training data mean square error is drastically decreasing.  

 

 

 

 

 

Figure 60-Epoch 
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Since we confirmed from the above graph that our training data is indeed working as it 
should be with the confirmation obtained through the mean square error decreasing every 
time a loop is conducted. 

 

 

 

 

 

The code snippet above further confirms that the training data is indeed working as it 
should be as the data loss and the mse have decreased. 

The LSTM data used in this report is used to predict the closing price of Monacoin, this code 
was used the same on the rest of the memecoins with Mona being the chosen coin for 
closing price prediction. 

 

 

 

 

 

Figure 61- Train & Validation results  

Figure 62- Mse & loss 

Figure 63- future prediction  
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The results displayed above show how accurate the LSTM neural networks and machine 
learning were conducted as the prediction of the closing price was indeed only off by three 
cents which are displayed in the graph below.  

 

 

 

 

 

 

 

 

 

As displayed from the plot above, the predicted price of Monacoin accordioning to the data 
used to train the model appears to be at a flat one dollar mark and we can see that the 
actual price does indeed correlate to the predicted price.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 64- Final output for Monacoin 
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User interface using Tenserboard is displayed below of the epoch_loss,  epoch_mse, 
evaluation_loss_vs_iterations, evaluation_mse_vs_iterations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This displays the epoch_loss in the LSTM data training model. 

 

 

 

 

 

 

 

 

 

Figure 65-Tenserboard UI 
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The graph above shows how the UI in Tenserboard is fully operational and is producing a 
visualisation on the epoch_mse 

 

 

 

 

 

 

 

 

Figure 66 -Tenserboard UI 
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The Tesnserboard is visualising the evaluation_loss_vs_iterations. 

 

 

 

 

 

 

Figure 67- Tenserboard UI 
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The Tesnserboard is visualising the evaluation_mse_vs_iterations 

This concludes our modeling of the LSTM and as you can see from the results above, the 
prediction was displayed and it worked exactly as it should be, the results obtained for the 
closing price of the Monacoin were conducted correctly. 

 

 

 

 

 

 

 

Figure 68- Tenserboard UI 
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5.0 Conclusions 
In conclusion, the findings of this data analysis project have been extremely worrying as 
how much social media has impacted these memecoins is enormous, from the tweets 
observed and explored by Elon Musk, we can see a clear pattern in the historical price 
action reacted accordingly to the sentiment of the tweet, these are described to be a pump 
and dump schemes. Although we have not concluded that Elon musk himself does promote 
these memecoins to specifically pump and dump them on his followers for a quick buck. A 
clear and concise correlation in the historical price is visualised and a conclusion is drawn.  

For the LSTM, the modeling worked exactly how it was intended, although there was a lot of 
issue getting the modeling to work, and testing was conducted with predictions either being 
extremely off leading to a lot of minor changes coming with trial and error. 

Binance API data was only used at the start of the development as Binance only contained 
data on two memecoins leaving the developer to alter the data extraction, VS Code, and 
Notebook made it seamless to integrate the Yahoo Web scraper into the development 
without affecting Binance API.  

CoinMarketCap API was tested at an early stage of the development but was not used in the 
project as the data extracted was indeed not in a useable functioning format that could be 
used in the project. 

6.0 Further Development or Research 
Future development of this data project would be to introduce a trading bot to track 
keywords inputted into the bot to notice any increase in volume or positive sentiment from 
these keywords. Tweets are observed and the coin mentioned would then be traded 
depending on the level of sentiment. This would require a lot of research and work to see if 
it is possible to do so. Another way this could be approached is by keeping track of Elon 
Musk’s Twitter account and connecting a trading bot to it and executing a trade using the 
parameters and the type of sentiment it concludes.  
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9.0 Objectives 
This project sets out to achieve how much social media affects the prices of the top five 
memecoins cryptocurrencies and investigates the correlations in price change once a tweet 
is made. 

As we are aware, cryptocurrencies are extremely volatile, I want to investigate how tweets 
affect the coins in which it was tweeted about. I want to build a Twitter API that will extract 
tweets from accounts that constantly tweet about those coins and build a data warehouse 
which I could then extract the historical prices of these coins, using python I could then plot 
the historical prices against the tweet dates and investigate the price movements of these 
coins to see if we have any coloration in price movements and tweets, tweeted. A yahoo 
finance web scraper will be used to extract the historical prices in each of the five coins, I 
will then extract the tweets into a CSV file format and a python script will be coded where I 
could plot the tweets using the data I have extracted, a Binance API be used, and a yahoo 
finance web scraper and a Twitter API. Once the data is extracted and cleansed via python, I 
will then begin exploring the data at hand using the NLTK python library along with the 
TensorFlow library with LSTM to do some price prediction from the sentimental analysis 
polarity scores obtained. 

 

10.0 Background 
I chose this topic as my project pitch as I am extremely interested in the financial world and 
how the world operates finically. I have been teaching myself about both the stock market 
and cryptocurrencies. Cryptocurrencies are not regulated to the same extent as the stock 
market is, therefore in a world where there is no regulation in place people can use social 
media platforms to promote, pump, and dump different crypto coins on people who are not 
aware of the financial risk. Users commonly use Twitter as the social media platform to 
promote low-cap crypto coins that are essentially made for quick profit off of individuals 
that are not educated on crypto in general. 

Users can send out tweets on a particular coin and use hashtags of well-established 
cryptocurrencies such as Bitcoin and Ethereum to promote their newly created pump or 
dump scheme coins. For this project, we will be using Twitter as our social media data 
source, examining when a tweet, is tweeted in either a positive or negative manner on a 
certain memecoin, does it drives its price either upwards or downwards with sometimes no 
logical explanation other than their personal view on a coin. I want to build this as I think it 
may display a lot of concerns in displaying how a user could essentially give their audience 
financial advice sugar-coating it with a personal opinion to pump or dump a coin that they 
might be getting paid for to provide either positive or negative tweet. 
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11.0 State of the Art 
From my research thus far, I have come across a lot of articles and experienced firsthand how much 
these so-called online influencers' tweets and posts impact certain aspects of the crypto world. 
Cryptocurrencies are described to be a haven from governmental financial institutions, this means 
that anyone can have assets online without the government’s knowledge, and this can be viewed 
positively and negatively.  

As I mentioned above crypto is not regulated by governments, therefore influencers with a high 
following on social media apps such as Twitter can essentially have zero interest in a project and are 
either paid or they own coins in a certain project, they can then tweet positive tweets that would 
essentially start a chain reaction from their followers into thinking that they do believe in a certain 
project, this creates a hype making the coin desirable and at the end, users who were early investors 
in these coins end up selling at profit dumping on the rest of the people they promoted the coins to. 

I want to investigate how the top five memecoins react to tweets about them, I want to investigate 
the historical price action from these five coins using Twitter API along with Binance API and Yahoo 
finance web scraper all coded on python to be able to plot my results and understand how these 
tweets affect the prices using the historical prices which I will obtain via the Web scraper. Once the 
data is obtained through the API it will be pre-processed and meddled using different libraries in 
Python to produce a visualisation of our findings. 

The data gathered from my investigation of users who have a large number of followings who 
constantly tweet about projects and coins are at the center of how profitable pump and dump 
schemes are, for example, Elon Musk, the CEO of Tesla, and the richest person in the world, tweets 
contently about Dogecoin, I will investigate how his tweets directly affect the prices of dogecoin and 
investigate any correlation or patterns from before the tweets and after the tweets are made. 
Millions of followers closely observe these tweets worldwide, this could prove to be a large-scale 
pump and dump scheme if proven correlation between when the tweets were tweeted and the 
reaction from the price action. if such a case was to happen to regulated securities, then a class 
action lawsuit would follow, as cryptocurrency is still raw and very much unregulated, pump and 
dump schemes appear to be quite common from my initial observation.  
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12.0 Data 
The data that is required to achieve the goals set out for this project is extremely detailed. First of 
all, to extract data from Twitter we need an API key, once the API keys have been obtained from 
Twitter, I will begin extracting tweets daily on each of the top five memecoins. The tweets extracted 
will be per coin, this means that each coin has its code and different hashtags. Hashtags will be used 
on the coins to extract tweets that could either be positively, negatively or neutral. Once these 
tweets are obtained, they will be stored in two ways, one way would be to directly save all the coins 
data that is extracted daily at a specific timeframe into a merged data file which will contain roughly 
five thousand tweets collected daily. This data file will house the tweets collected daily and in the 
python code, it will append the data collected into the CSV file rather than overwrite it. Once the 
tweets have been appended into the data that will be used in python collectively, another way to 
ensure that the data collected are correct is a separate CSV file will be created every time the code is 
running will produce a CSV file of the coin and the date of when the tweets were extracted and 
saved into a data file for data collection reference. The data exploration is then initiated, we will be 
looking at the data obtained and examining the state of the data in its CSV file format. Python will be 
the main programming language used to further explore the data. Libraries in python such as NLTK, 
LSTM, and Tenserflow will be used to perform data cleansing, visualise, and predict future prices of 
coins based on the outcome of the data collected. 

The first example of this project will be based on one account, this account is of the richest man in 
the world, Elon Musk.  

Elon Musk has an enormous amount of following on Twitter, this means when a tweet or an opinion 
is tweeted, millions across the world take it as a tip, so when Elon musk began to heavily tweet 
about Dogecoin its prices went on a spree of more than 1000% move to the upside. I want to 
investigate if Elon’s tweets had any correlation between the price action and tweets sent out this 
would then give me a clear indication that the richest man in the world is openly pumping and 
dumping coins using Twitter to gain attention for these specific coins. Twitter data is extremely vital 
to the completion of this project as it is at the center of extracting raw data and ending with the 
outcome set out. 

Yahoo Web scraper is a free web scraper provided by yahoo, it is an open-source scraper that will be 
extremely beneficial in the completion of this project as it will be used to display the historical prices 
and current prices of the coins. This will be vital in visualising the raw data obtained from Twitter 
along with a comparison of the price. Binance API will also be used to visualise the data. 
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13.0 Methodology & Analysis   
As I mentioned for the Data above, my first approach is to gather data on users who have a large 
following on Twitter and who constantly tweet about crypto and especially memecoins, once these 
users have been obtained, I will then begin the second part of this and obtain a Twitter API to extract 
the tweets from these accounts and put them into a CSV file using python. 

Once the tweets are extracted, I will then begin by coding a script in python, using Binance API and 
Yahoo web scraper to extract data based on the prices of such memecoins and using the tweets file 
that I extracted from Twitter API, the CSV file will be used to cross-reference the historical prices of 
these coins and plot them against the prices on that date. As I mentioned above the first Twitter 
user that will get the ball rolling for this project is Elon Musk.  

Elon Musk in late 2020 started constantly tweeting about dogecoin, which led to dogecoin coming 
under a lot of media spotlight and skyrocketing its price, I want to investigate the tweets that were 
tweeted from Elon Musk’s account, this will then be used to establish any direct links or correlations 
from when the tweets were sent out and the prices of dogecoin reacted all using the dogecoin 
historical prices. Once this data is obtained, I will then plot the results if the price action was affected 
by such tweets and display them on a graph. Once this is compiled using the NLTK library to perform 
a sentimental analysis, I will plot the CSV file giving us an idea of what kind of tweets Elon was 
sending out to his audience, if they were positive tweets did the price of dogecoin react accordingly, 
if the tweets were negative did, they price act negatively and my final scenario would be to 
investigate how the price of dogecoin moves when it is not being tweeted about, organic movement.  

From these investigations and steps carried out above, I want to be able to determine that once, 
either a positive or negative tweet is tweeted regarding a coin mentioned, I can then determine the 
direction the coin would move in, this is classified as manipulation, but as the crypto world is not as 
regulated like the stock market, we can use that to our advantage and make money using these 
tweets for quick gains. 

Once we have explored how one individual with an enormous following of tweets interacts, our data 
exploration will be conducted on a large scale. Large-scale data exploration will consist of using the 
KDD methodology to assist us in data cleansing, which will be done on missing values, stop words, 
and removal of special characters. Data integration, merging the appended data file from the five 
different memecoins extracted via the Twitter API into one. Data selection will be used to determine 
the relevant data analysis needed and libraries such as NLTK could be used. Data transformation in 
the KDD methodology will be used while coding in python to transform the data through python 
libraries such as the NLTK library will be used to transform the data and extract essential information 
required for the project. Data Mining is extremely important as it essentially uses the above 
methods and groups them, using NLTK to conduct sentiment analysis to obtain the overall daily 
sentiment, using the polarity scores from the sentiment analysis in LSTM and TensorFlow to predict 
the prices of the coins based of the data obtained. Pattern Evaluation is the next this will display the 
different patterns in graphs, plots, LSTM predictions, and how accurate the prediction is. The last 
step in the methodology will be the conclusion and overall reporting. 
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14.0 Technical Details 
One important algorithm that I will undertake to compile the data required for this project is 
sentiment analysis using the NLTK library in python and TensorFlow LSTM. 

NLTK also known as Natural language toolkit, is a library used in python for processing data in 
English. The data obtained via the Twitter API will be raw, NLTK has libraries such as VADER that will 
be used to analyse the text and detect polarity ranging in positive, negative, and neutral within the 
dataset file. For this project, Sentiment analysis would be used to measure the attitude and 
emotions in a tweet based on the computational treatment of subjectivity in a text. VADER which 
stands for Valence Aware Dictionary for sentiment reasoning is a model that is used for text 
sentiment analysis that Is sensitive to the polarity scores and is applied directly to the unlabelled raw 
text data. VADER is extremely important to obtain the sentiment of each tweet as it relies on a 
dictionary that essentially maps out lexical features to emotion intensities which are known as a 
sentiment score, this will be vital to how each tweet is explored, the sentiment score is then 
obtained by essentially summing up the intensity of each word in the text and giving the overall 
sentence a polarity score. Once the polarity score has been obtained for each of the tweets, we can 
then further explore the data by grouping the polarity scores for all the tweets collected on a specific 
date and dividing it by the day itself in python to get the mean or average daily polarity score. 

The daily average polarity score will then be used in our next technical analysis in LSTM. 

LSTM stands for long Short-term memory, which I think will play a significant role in predicting the 
future price of the crypto memecoins used in this project. How will LSTM work in this project? 
Before we start using LSTM, we need to group the polarity score obtained from the sentiment 
analysis, using yahoo finance web scraper to scrape coin prices from the day the data extraction 
began to till the current day, once we merge these, the merged data will be fed into LSTM to start 
the next stage in price prediction using the data provided from the previous step. Once the LSTM has 
been completed and trained the results will be plotted on a graph for visualisation. 

Tenserboard could be used for UI so users can interact with the LSTM models. 
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15.0 Project Plan 
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15.1. Reflective Journals 
 

Supervision & Reflection Template  

Student Name Mohammed Alghazi 

Student Number X18208495 

Course BSHCDA4 Specialization, Data Analytics 

 

Month:  October 2021 

This month kicked off with us getting an introduction on what we needed to do in our specific specialization, 
I had a call with Frances just to ask her questions on what I could do or if it was acceptable. I was planning 
and writing down a video script for my project proposal, I wanted to make sure that the video was well done 
out and explained in detail what I wanted to achieve from my findings. My idea is connected to both the 2008 
financial crisis and the covid pandemic, I wanted to see if there were any similarities between the two and 
how the world would look like post-pandemic, I want to investigate what certain governments did differently 
and how it affected the out on its economy. Once I finished the script, I recorded myself and submitted my 
project pitch. I am currently waiting on my project pitch to be approved. 

So What?  

In the meantime, I began researching the main topics that I mapped out, these consist of the lead-up to the 
2008 financial crisis, and what was the market like? What indications did we have that the bubble was about 
to pop? And so far from my findings, I have been impressed by the number of warning signs that were ignored 
by the so-called financial regulators at the time. 

I want to map out the event and scenarios that happened before the crisis, I want to be able to have a direct 
link between the data that I gather and how I display them.  

As of right now, I am still unsure on how to approach that issue, I am still currently figuring out what data 
needs to go where and what is the best way to display such data from my findings. 

Now What?  

I will begin testing out my data using SPSS and Excel, for now, to see what they would look like and if they 
are understandable, I want to be able to see what the next decade was like after the financial crisis was 
like, that way I will link the pandemic how the financial future will look like post-pandemic. As of right now, 
I am still waiting on my pitch to be accepted. 

 

Student Signature  
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Supervision & Reflection Template  

Student Name Mohammed Alghazi 

Student Number X18208495 

Course BSHCDA4 Specialization, Data Analytics 

 

Month:  November 2021 

This month started with my supervisor Michael Bradford, I went through my project proposal, and I was not 
happy with it as I did not think it would be possible to get it all finished in time. Michael agreed that I had too 
much on my hands and with a brief time frame it was not possible to achieve the project proposal that I set 
out. I had a different idea where I wanted to see if Michael would allow me to change project ideas, and once 
I pitched it to him, he was incredibly happy with the idea and felt it was exciting. 

So What?  

During that meeting, Michael and I went through how we could explore different ways we can extract data. 
My new idea is about the influence of social media and the top five meme coins. This is a great way to see 
how much social media affects the top five meme coins and what correlations it has. I set out a task for me 
to get an API with the top five meme coins and begin extracting data and saving them.  

Now What?  

An API key was obtained for CoinMarketCap, and the data extraction has started, I am using Mongo DB for 
data collection from the API 
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Supervision & Reflection Template  

Student Name Mohammed Alghazi 

Student Number X18208495 

Course BSHCDA4 Specialization, Data Analytics 

 

Month: January  

This month was a little slow since the mid-point presentation was submitted, and I have a lot of exams and 
TABAS on which I was focusing. but as the mid-term presentation was completed, I began using the appendix 
to obtain potential data and tested data from Twitter API. A python script was assessed using the Twitter API 
to extract potential data using keywords.  

 

 

As data required for the extraction of Dogecoin was completed, the attention shifted to obtaining twitter data 
and historical prices on the memecoins mentioned. 

 

 

 

Dogecoin data was done so now I move on to gathering data for Shiba INU to start with.  
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Supervision & Reflection Template  

Student Name Mohammed Alghazi 

Student Number X18208495 

Course BSHCDA4 Specialization, Data Analytics 

 

Month: February 

This month kicked off following the data obtained via the Twitter API on Shiba Inu, once this data was 
obtained it was required to be placed correctly in a data dictionary. Once the data test was completed and 
the data is routed according to the data dictionary. 

 

 

A data warehouse was set up and the data obtained via the Twitter API that contained keywords was saved 
into this data warehouse. Weekly meetings with my supervisor were conducted. 

 

 

Obtaining data via CoinMarketCap API proved to be inefficient and the yahoo web scraper was researching 
about. 
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Supervision & Reflection Template  

Student Name Mohammed Alghazi 

Student Number X18208495 

Course BSHCDA4 Specialization, Data Analytics 

 

Month: March 

Data warehouse and daily extraction of keywords contained in tweets were stored in two ways, one way as 
collective keywords were placed into the data warehouse, and a copy of the data extraction file was routed 
to a data collection folder which was placed for safekeeping. 

As the data is extracted, I began to look at the different ways the data could be cleaned and NLP, NLTK python 
library was the chosen library to perform the data pre-processing and data cleansing. Stop words and 
frequency distribution NLTK methods. 

 

 

Tokenisation was the first NLTK method used in the data cleansing, tokenisation would separate each word 
in the text and tokenised it. Stop words were used to remove special characters without affecting the final 
output. Frequency distribution was used to analyse words that were mentioned the most.  
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Supervision & Reflection Template  

Student Name Mohammed Alghazi 

Student Number X18208495 

Course BSHCDA4 Specialization, Data Analytics 

 

Month: April 

This month kicked off the data modeling to produce the final development of the project. Once data cleansing 
is completed, using NLTK VADER sentiment analysis was initiated on the data obtained from the data 
cleansing. Using NLTK, the VADER method measures the intensities in the words and gives them a score 
between minus 0 and 1. This would calculate the positive, negative, and neutral tweets. Once that was 
completed a polarity score contained was grouped by the date to obtain the overall daily sentiment. 

 

Once the polarity score was obtained, this was merged with the yahoo web scraper and used an LSTM to 
predict the price of these coins. Once LSTM was completed, Tenserboard was used for UI.  

 

 

 

The final report and documentation were completed, and the project was submitted. 

 

 

Student Signature  
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