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Modelling Enhanced Phishing detection 

using XGBoost 
 

[Data Security and Privacy] 
 

This configuration manual consists of in detail specification of the setup and a walkthrough the entire 

model.   

1. Setup  
EC2 instance was created with amazon linux2 with t2.micro. The details ae given below. 

Platform  Amazon Linux 

Instance ID  i-0f5627e1e6ed8212c 

Public IPv4 DNS ec2-54-80-45-230.compute-1.amazonaws.com 

Instance type T2.micro 
No of PU 1 
Inbound rules for incoming data Type-SSH, Port-22, Protocol-TCP 
Outbound rules for outgoing traffic Type-All traffic, Port-All, Protocol-All 
Public IP address 54.80.45.230 

Storage  8Gb 

Table 1: Environment Setup 

Putty is used to emulate and transfer files since it is compatible with the application and supports 

majority of network protocols including SSH. Private key of the domain is download and converted to 

.ppk file and connected to aws. The session is saved in the name of thesis. 

 

Figure 1: Putty Software Terminal Emulator 

Connection is made and logged in as ‘ec2-user’. Status check is made just to ensure that everything is 

upto date [1]. 
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Figure 2: SSH Connection and versions of Installed Applications 

Jupyter notebook is installed and run in the EC2 [2]. now when the initial setup is all finished, we can 

start with the implementation of the project. 

2. Data collection 
At first, the dataset is collected from the URLs 

Phishing dataset- https://www.phishtank.com/developer_info.php 

Legitimate dataset- https://www.unb.ca/cic/datasets/url-2016.html 

And stored in the name of phishingURL.csv and LegitimateURL.csv 

 

Figure 3: Phishing Dataset 

From this we take the desired number of URLs for the training. In this case lets consider 5000, and 

store it in phishurl.  

https://www.phishtank.com/developer_info.php
https://www.unb.ca/cic/datasets/url-2016.html
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Figure 4: Randomly selected 500 URLs 

Repeating the same thing with legitimate URL and storing them in the file “legiurl,csv”. 

 

Figure 5: Random 500 legitimate URL 

3. Feature Extraction 
Now we have the set of URL available. Its time to specify the features on which they must be divided 

and to extract these features from the 10,000 URLs present. The codes for the features are given in a 

separate file written in python. A list is created to call the functions. All the features od URLs are 

extracted and appended to this list.  
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Figure 6: Feature Extraction and file storing 

After applying the feature extraction, the final dataset is saved as “finaldataset.csv” 

4. Model training and Testing 
Necessary packages are imported which are required for the project and the final dataset is loaded into 

the dataframe. The dataset consists of 10,000 URLs and 18 features.  

 

Figure 7: URLs and their Feature 
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Figure 8 and 9 gives the clear picture of the features  

 

Figure 8: Selected set of Features 

 

Figure 9: URL features 
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The data is divided into 80-20% for training and testing the models. This should be randomly shuffled 

so that its distributed equally. 

 

Figure 10: Splitting Data 

Models and their values 
Decision Tree classifier.  
The results for Decision Tree classifier is as follows. 

 

 

Figure 11: test results of Decision Tree 

The overall test accuracy 85.94, Recall- 0.783, Precision 0.924. F1-0.847 
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Random Forest Classifier 

The results for RF classifier are as follows. 

 

Figure 12: Test results of Random Forest 

Accuracy- 0.859, Recall- 0.786, Precision- 0.920, F score- 0.848 

Multilayer Perceptron 

The results for multilayer perceptron are as follows. 

 

Figure 13: Test results of Multilayer Perceptron 
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Figure 13: Test results of Multilayer Perceptron 

Accuracy- 0.851, Recall- 0.753, Precision- 0.938, F score- 0.835 

XGBoost Classifier 

The results for XGBoost Classifier are as follows. 

 

 

Figure 14: Test results for XGBoost Classifier 

Accuracy- 0.858, Recall- 0.786, Precision- 0.920, F1 score- 0.847 
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Support Vector Machines 

The results for SVM are as follows 

 

 

Figure 15: Test results of SVM 

Accuracy- 0.801, Reall- 0.624, Precision- 0.967, F score- 0.759 

Conclusion 
The experiment was completed in full with successful feature extraction procedure and model 

training. However, the results obtained were not as planned.  
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