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1 Introduction 
 

This manual provides information regarding the process involved in carrying out the 

implementation of the research. The manual provides information regarding system 

configuration, environment setup, important code snippets and necessary information 

required to replicate this research. 

 

2 Hardware and IDE Specification 
 

2.1 Hardware Specification  

The hardware configuration involved in this project as mentioned below. A screenshot of the 

system hardware specification is also provided. 

 

• Host device : Dell Inspiron 5490 

• Processor: 2.30 GHz Intel Core i7-10510U 

• Memory: 12gb  

• Storage: 512 GB SSD 

• Graphics: Nvidia MX230 

 

 

  
 



 

2.2 Software Specification 

Majority of the work done in this research has been done on Google Colab1. Google Colab is 

an implementation of Jupyter Notebooks2. It provides GPU access which is necessary for 

deep learning tasks. The entirety of this research is executed in Python language. Google 

Drive has also been used for storing processed data. The GPU provided alternates between an 

Nvidia P100, k80 or T4. 

 

The following sections would provide information regarding the models that have been 

executed as a part of the research.  

 

3 Image Classification 
The first part of the research involved creating an image classification model. The process of 

achieving this has been explained in the following sections. 

 

3.1 Import Packages  

The following packages have to be imported before running the image classification model. 

 

 

3.2 Data Pre-processing 

The data used for image classification is a Housing Image Dataset3 produced by Poursaeed et. 

al., and is made available publicly. The dataset is to be downloaded first and uploaded to 

google drive. This is followed by unzipping the file. After the file is unzipped, the data has 

been split into training and testing sets in the proportions of 80% for training and 20% for 

testing. The data is stored in folders according to class names. The following code snippet 

shows how this splitting this dataset into training and testing datasets was done. 

 
 
1 Colab.research.google.com 
2 https://jupyter.org/ 
3 https://omidpoursaeed.github.io/publication/vision-based-real-estate-price-estimation/ 



 

 

 
 

The dataset contains around 118,000 images split into 7 classes. This dataset was randomly 

sampled to reduce the quantity of data to help with computational restrictions. The following 

code snippet shows how this has been done. 

 

 
 

Similarly, the testing dataset has also been randomly sampled to contain 300 images per 

class. This completes the data pre-processing task. 

 

3.3 Feature Extraction   

The next step of the process would be to execute feature extraction. Along with this the 

images will first need to be augmented. This has been done using the Keras 

ImageDataGenerator4 function which can augment data in real time as processing is carried 

out. ImageDataGenerator has to be used with both training and testing data. The data is 

processed in batches of 140 and 75 for training and testing respectively. These values have 

been chosen to as they are factors of the number of images in those datasets.  

 

 
 
4 https://keras.io/api/preprocessing/image/ 



 

 
 

3.4 Modelling 
 

The first step of modelling is to load the InceptionV3 model with ImageNet weights. The 

InceptionV3 model is already imported in the beginning when importing packages.  

 

 
 

Following this, GlobalAveragePooling is done and dropout is used to reduce overfitting. 

 

 
 



 

Activation functions are set up. Checkpointers are used to save the model at multiple 

checkpoints for future use. Early stopping has been used to stop training the model at the 

right time5.  

 

 
 

Following this, the model is run for 10, 15  and 20 epochs. Each of the three files are saved 

and can be loaded to use without having to train the model again.  

 

 
 

3.5 Model Evaluation  

Following modelling, the model needs to be evaluated to analyse performance. Evaluation is 

done using loss and accuracy metrics. These values have been plotted in a graph for 10, 15 

and 20 epochs.  

 

 
 

 
 
5 https://machinelearningmastery.com/how-to-stop-training-deep-neural-networks-at-the-right-time-using-
early-stopping/ 



 

The model has been tested qualitatively as well by testing on a few images to see how the 

model would perform. The following function  has been written to get the classification 

results. 

 
 

The results are qualitatively analysed for 10, 15 and 20 epochs to understand the capabilities 

of the model. The following image is a sample output of classification results. 

 

                        
 

 

 

 



 

 

 

4 Image Captioning  
 

In this section, parts of the image captioning implementation will be explained. Two 

experiments have been performed in this section. The following sections explain the code 

with the help of snippets. 

 

4.1 Import Packages  

 

The following packages have to be imported first before running the models. 

 

 

4.2 Data Pre-processing  
 

Flickr8k Image captioning dataset6 has been used for training and testing the models. The 

data is first unzipped. The image files are stored in a common folder. The dataset is split into 

training, testing and validation sets. The file names of the files which are meant for training 

and testing are stored in text files. The first step is to parse these text files containing 

filenames to the images and storing them in variables. The following code snippet shows this.  

 

 
 
6 https://www.kaggle.com/shadabhussain/flickr8k 



 

 
 

4.3 Feature Extraction  
 

Feature extraction is done in both experiments. The first experiment requires features only to 

be extracted by the InceptionV3 model. In the second experiment, features are to be extracted 

from both InceptionV3 model and VGG16 Places365 CNN model as well. Both the models 

need to be loaded first before extracting features. Model loading is shown below. 

 

 
 

 
 

Image feature extraction can now be done. 

 

 
 

 

Following feature extraction, text data has to be processed. This involves splitting words by 

whitespace, removing numbers, punctuation and storing them as a list. Starting and ending 



 

tags must be added to sentences to indicate the start and end. The following function was 

defined to process text data.  

 

 
 
 

4.4 Modelling  
 

In this section, both CNN models, along with LSTM text generation model are executed. The 

process involves merging the features which are extracted using InceptionV3 model and 

VGG16 model. Images need to be processed in batches for modelling. The code for 

processing images in batches is provided in the code files submitted. Model building can be 

done after creating the image generator. The following code shows how the model had been 

set up. 

 

 
 



 

Image features are merged in this and processed as a single set of features. This is then passed 

to the LSTM network along with text inputs processed from the text data. The following is a 

summary of the model that had just been created,  

 

 
 

After this, a path has to be specified for saving the model. Early stopping and checkpoints 

have also been established to stop the model from overfitting and saving the best model after 

execution. Models had been run after this for 10 epochs and 15 epochs and results have been 

collected. Following image is of model training. 

 

 
 

After running the models, greedy search algorithm has been used to form the descriptions. 

Words are arranged in a sequence with the based on predictions made by the model created in 

the previous steps. Greedy search implementation is given below. 

 

 
 
 



 

5 Evaluation  
Evaluation of the model is based on analysing BLEU scores and qualitative analysis. Initially 

all the predicted captions for the testing set are collected along with the actual captions of the 

images. This has been done in the following way: 

1. Create lists for actual and predicted captions 

2. Create a for loop to loop through the entire testing set 

3. Apply the greedy_search algorithm from the previous step on the entire testing set to 

obtain predicted captions and store in predicted captions list 

4. Store all actual captions in the actual captions list  

5. Remove starting and ending tags from the predicted and actual captions. 

 

After processing the predicted and actual captions, BLEU scores can be calculated. BLEU 

Scores are calculated using the corpus_bleu function which is a part of the NLTK package7. 

The following image shows the BLEU scores of running the model for 10 epochs.  

 

 
 

 

After calculating BLEU scores, the outputs have been analysed qualitatively. Samples of 

outputs are displayed below.  

 

 
 
7 https://www.nltk.org/_modules/nltk/translate/bleu_score.html 



 

 
 

 
 

 


