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1. Introduction 

Here, the configuration manual represents a brief overview of the device specification which 
has been used with a detailed explanation of the programming language which has been 
implemented to build the idea. Also, it explains libraries and  the packages that have been 
implemented in the development of our topic : 

 Prediction of Changes in Electrical Power Consumption in future with the help of the 
ARIMA model. 

 This manual procedure will be showing how the data has been loaded, cleaned, and pre-
processed, and then how it is implemented on the suitable models. 

2. System Configuration 

In this section the system configuration which has required for the implementation of the 
model.  

 

2.1  Hardware Specification  

For the implementation of the whole idea of the project, system configuration which is 
required in the respective processes is given in the Figure 1: 

 

        

            Fig1 

 

2.2  Software Specification 

There are some programming tools used for the implementation of the idea with their 
different packages. For coding, the entire framework python language algorithm has been 
used, and the platform used to execute the idea is google colab. 

2.3  python  

The current version which has been used in the idea is 3.6.9 for the development of 
algorithmic structure.  
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Libraries  
1. Pandas — For handling structured data. 
2. Numpy  — For linear algebra and mathematics. 
3. Keras - for development and evaluating deep learning models. 
4. Tensorflow – is used for fast numerical computing.  
5. Scikit Learn — For machine learning. 
6.Pmdarima- For ARIMA model.  
7. Seaborn  — For data visualization. 
8. Matplotlib- For data plotting and visualization. 
9. Compare Models- For metrics plotting followed by their comparison. 
 

 3.  Data Sources 

 3.1 Data set  

We have selected our data set from Kaggle.com. The data set have 7 features that are: 
electrical consumption, date-time, pressure, windspeed, var1, var2 and temperature. 

  

      Fig 2 

 

https://pandas.pydata.org/ 
https://numpy.org/ 
https://keras.io/ 
https://www.tensorflow.org/ 
https://scikit-learn.org/stable/ 
https://pypi.org/project/pmdarima/ 
https://seaborn.pydata.org/ 
https://matplotlib.org/ 
https://pycaret.org/compare-models/ 
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3.2 Consumption of energy according to changes in the weather 

 

  

      Fig 3 

 

4.Project implementation. 

After the selection of data set, the data set has been imported into the python environment on 
the google colab platform. 

 

 

 

 

https://www.kaggle.com/ashoksrinivas/electrical-consumption 
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4.1  Selection of  Working data set 

 

 

      Fig 4 

Now, in the Figure 4 we can see that the data set has been imported on the platform and then 
it has been placed into a proper data frame. 

4.2 Data Pre-Processing 

 

 

      Fig 5 

Now, in the figure 5 we can see that we have dropped all NA values. Similarly, for ARIMA 
model implementation we have combined the test and train data set. Then we have found that 
there were large number of NA and NAN values present, that’s why we have applied the data 
cleaning step for the implementation of the processes. 
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4.3 Data Transformation 

 

 

                    Fig 6  

Now, in this step we have transformed our data set, because in ARIMA model presence of 
time frame is necessary. So, we have converted normal date-time record into date-time 
format. 

Now, for the implementation of deep learning model and other machine learning models, 
we have implemented and then we have performed the previous data transformation 
processes and then the following steps has been taken: 

1) The normal data record has been converted into a list form (fig7). 

 

 
Fig 7 
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2) Then we have appended all the features list (fig 8). 
 

 
    Fig 8 
 

Then, for checking the stationarity of the data set, we have applied some test and EDA 
processes also. The result of EDA graphs are (fig 9): 

 

                   Fig 9(i) Electrical Consumption data record  
 
 

 
    Fig 9(ii) Atmospheric pressure data record 
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4. Modelling 
 
  In this step we have applied certain number of models which can be proven helpful for 
predicting and forecasting the future values. 
 
 
4.1 ARIMA and SARIMA model 
 

 
   Fig 10. Selecting and implementation of ARIMA and SARIMA model 

Then, after the implementation of the model, we have got the forecasted values of electrical 
consumption.  
 

 
         Fig 11.  Electrical Consumption  
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So, after the implementation of the python algorithm we can see the forecasting of 2 months 
of electrical consumption. Fig(11) 

 

 

4.2 LSTM Model 

 
     

Fig 12. Algorithm of LSTM model. 
 

In fig(12) we can see the  algorithm which has been implemented for LSTM model  
 
 

4.3 BiLSTM Model. 
 

 
                

Fig 13. Algorithm of BiLSTM model 
 

Now fig(13) we can see the implementation of algorithm for BiLSTM model  

 



10 
 

4.4 Linear Regression Model. 

If we see the figure (14) , so it shows the algorithm of linear regression model and it also 
shows the evaluation parameters. 

 

    Fig 14. Algorithm of Linear Regression Model. 

4.5 Lasso Regression Model. 

 

    Fig 15. Algorithm of Lasso Regression model 

Similarly the fig (15) is representing the  Lasso regression model and their evaluation 
parameter.  

4.6 KNN Model  

 

Fig16. KNN Model 
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Where in figure(16) the KNN model is representing and the evaluation parameters which 
shows the performance of the model. 

 

4.7 Random Forest Model 

   

       Fig 17 Algorithm of Random Forest Model 

In the fig (17) we can see the implementation of another machine learning model (Random 
Forest) and their  evaluation parameters.  

4.8 Performance comparison of  machine learning models. 

Fig 18 
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     Fig 19 

Now, in the fig (18) and (19) we can compare and see that which machine learning model has 
better performance in terms of predicting the targeted value of electrical consumption after 
the testing of the model. 


