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1 Introduction

The main objective of this manual is to document the procedure and configuration of
hardware utilized to provide a guideline to any user willing to produce the desired out-
comes. This manual consists of code snippets used for exploratory data analysis, data
preparation, model creation etc. alongside hardware and software specifications of the
machine utilized for the implementation of this research project. The structure of this
technical manual is as follows: Chapter 2, highlighting the hardware and software config-
uration requirements, Chapter 3, discusses the data collection technique adopted, chapter
4, sheds light on exploratory data analysis conducted over the data, and then chapter 5
discusses the implementation aspect of all the models.

2 Environment

2.1 Configuration of Hardware and Software

The hardware configuration of the machine utilized for the implementation of this research
project is shown in Figure 1. It has Intel’s i5 10th generation core with 2.11 GHz clock,
64-bit Windows 10 OS installed with 8 GB of onboard RAM.

Figure 1: Hardware configuration of systemutilized for implementation of this research
project

For the implementation of this project, Google Colaboratory’cloud based Jupyter
notebooks have been utilized. For EDA purposes the default resource i.e., 12.69 GB of
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RAM and 107.72 GB of Disk space is utilized. However, for RNN based Deep Learning
Models, Graphics Processing Unit (GPU) accelerators have been utilized and for BERT
based models, Tensor Processing Unit (TPU) have been utilized.

3 Collection of Data

The dataset has been downloaded from Kaggle which is an open platform. The link to the
dataset is https://www.kaggle.com/c/quora-insincere-questions-classification/
data?select=train.csv. This data is then uploaded into drive and the code is shown
in Figure 2is utilized to upload it into Google’s Colab instance.

Figure 2: Code for uploading data into Google Colaboratory instance from Drive

4 Exploratory Data Analysis

EDA was carried out to understand the flow of data. A pie chart has been plotted based
on the classification category to understand the structure of data.

Figure 3: Classification of data based on categories

Most frequent words found in both categories of data are then plotted along with
wordcloud.
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Figure 4: Most frequent words appearing in sincere category

Figure 5: Generating WordCloud of most frequent words appearing in sincere category

5 Implementation of Models

5.1 RNN based Deep Learning Models

Figure 6 shows the import of required libraries.
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Figure 6: Libraries required by RNN based Deep Learning Models

Figure 7 shows the code utilized in splitting the data into train and validation set in
the ratio of 80:20.

Figure 7: Splitting the data into train and validation

Figure 8 shows the code utilized for filling of ’ NA ’ values.

Figure 8: Filling ’ NA ’ values

Figure 9 shows the code utilized for tokenization of sentences.

Figure 9: Tokenizing the sentences
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Figure 10 shows the code utilized for padding of sentences.

Figure 10: Padding the sentences

Figure 11 shows the code utilized for prediction of RNN based Deep learning Models.

Figure 11: fnal classification prediction through RNN based Deep Learning models

5.2 Transformers based Models

Figure 12 shows the import of required libraries.

Figure 12: Libraries required by Transformers based Models

Figure 13 shows the function created to fast tokenize the data.
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Figure 13: Function for fast tokenization of data

Figure 14 shows the function created to build the transformer model.

Figure 14: Function for building transformer model

Figure 15 shows the code to detecting the no. of TPU clusters available.
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Figure 15: Detecting th no. of TPU clusters available

Figure 16 shows the code which Tokenize the data using fast tokenizer function.

Figure 16: Function for fast tokenization of data

Figure 17 shows the code utilized in converting data into tensorflow compatible format.
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Figure 17: Converting the data into tensorflow compatible format

Figure 18 shows the code utilized for prediction of Transformers based Models.

Figure 18: Final classification prediction through Transformers based models
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