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Online News Popularity Prediction using LSTM and
Bi-LSTM

Prasad Rudrappa Shivu
X19213077

Abstract

Online news has become an apparently essential source of information, capturing
the attention of a considerable audience. People are reading and posting news
more often online, on websites, blogs, and social media sites such as Facebook and
Twitter. The rapid advancement of smart phones, as well as the introduction of
other electronic devices, has made access to news far simpler than ever before.
Every day, millions of news stories are published online. The writings are short-
lived; some fade away quickly, some acquire traction as their reach grows, and
others reclaim lost attention thanks to follow-up news or related articles. Predicting
their popularity would benefit not just news stakeholders, but also the general
public, who would be kept up to speed with the newest information. Several studies
have been conducted over the last decade to forecast the popularity of news using
various machine learning algorithms. While some researchers utilized factors such
as the number of times the news was shared on social media, the amount of visitor
comments, and the overall number of likes the article received to forecast popularity,
others relied on word count, title, and abstract length. To forecast popularity, a
variety of regression and classification techniques were used. The models’ accuracy,
on the other hand, appeared to be approximately 70%. This research uses LSTM
and Bi-LSTM, two powerful unsupervised machine learning models, to forecast the
popularity of news items before they are published, utilizing Feature Selection to
increase the model’s accuracy. The accuracy of the model improved to 79% for Bi-
LSTM with normally distributed features with high Fisher Score. Aforementioned
model, showing improved accuracy, can be deployed to predict the popularity of
news published across online news media and social media.

1 Introduction

Several businesses are determined to figure out how much demand for the news pieces
they produce will grow in the future. As a consequence, they’re ready to make quick
judgments to put their ideas into action on whichever platform is accessible (Namous
et al.; 2018). It’s critical to have enough resources (recent news) to support the mar-
ket’s disruptive needs. Subject, substance, timing, article placement on the web page,
language, resemblance to current events, past success of comparable subjects, time since
news release, popularity season, and connection to ongoing popular events are all ele-
ments that impact popularity prediction. Furthermore, internet news has a number of
qualities that make it more appealing to news organizations, such as small content sizes,
inexpensive publication costs, and simple wording (Tatar et al.; 2012). If a piece of news
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is expected to be popular, the company might plan to increase its appeal and timeliness
in order to maximize income (Xiong et al.; 2021). Furthermore, by streaming advertising
or showing banners with news stories, they may provide maximum visibility to ad clients.

A steady stream of news items makes it simple to integrate with social networking
sites. According to the Pew Research Center, nearly 69 percent of adults in the United
States use Facebook (FB) (Auxier and Anderson; 2021), and more than ”eight-in-ten” of
them (86%) bank on FB for news and updates. Television advertisements, movie sales cal-
culations, automobile traffic management, and economic trend forecasts are all examples
of applications where popularity predicting is beneficial. Companies spend well over 30%
of their money on internet marketing (Tatar et al.; 2014). This has intensified rivalry
among online websites and social media pages to not only captivate the audience through
the quality of news they give, but also to bring in well-run businesses as advertising
clients. Furthermore, news sites might utilize forecasts to choose their most important
items and organize their homepage accordingly. Liu et al. (2017), to entice readers by
appealing to their topics of interest Furthermore, those who read on the internet may
filter information as needed and concentrate on the essentials (Tatar et al.; 2012). On
the other side, it may assist authorities in preventing the dissemination of false informa-
tion. Given the numerous advantages of forecasting the popularity of internet news, it is
critical to be aware of the research that has been done thus far and to add more to the
domain. Section 2 discusses previous contributions to the issue under investigation.

Predicting news popularity will allow sites to optimize their news snippets based on
the most current trend by determining whether or not they will engage readers. As a
result, utilizing business intelligence and machine learning models, an optimal automated
prediction model must be built. Because predicting popularity after publishing appears
to be very simple when evaluating the actual information provided, the number of likes
and comments received after it is made available online, the prediction accuracy is high.
Furthermore, post-publication prediction follows the zeitgeist of utilizing news-reach as
a predictor of popularity. Anticipating how popular it could be is still difficult since
metadata features are taken into account rather than real content (Uddin et al.; 2016).
Furthermore, popularity is totally dependent on user behavior at any one time, as well as
interest, sentiments, and sentiment toward the issue, all of which are difficult to anticipate.
Many impartial aspects are lacking in prediction. Given that reach is influenced by
a variety of factors, these unrelated variables may be useful in forecasting popularity.
Furthermore, predicting at the microscopic level is difficult due to the changing nexus of
social interactions and information cascades.

Over the last decade tremendous attempts has been made to predict the popularity
of online news. While most proposed models were for predicting popularity post public-
ation, a few tried predicting the reach of articles prior publication by making convenient
assumptions. The research work can be seen in Section 2.4. However, the accuracy of
the models still remain low. This encouraged further research in the field of online news
prediction. This paper aims at predicting the popularity of news published online us-
ing unsupervised learning algorithms - LSTM and Bi-LSTM, with a motive to provide
improved answers through deep learning models.

Section 2 debriefs on the related work done over time. Section 2.2 briefs on the
work done on predicting popularity of news considering Twitter as the source. Section
2.3 discusses work done on YouTube videos popularity. Section 2.4 discusses models
employed by researchers in the field of study, the results of which are described in 2.5
under section 2.5. Section 3 gives the overview of the methodology followed in the research

2



. Data acquisition, data description, exploratory data analysis, data transformation and
models implemented to investigate the dynamics of articles popularity are detailed in
section 4. Subsequently, the results and evaluation methods used to compare the results
of the proposed models are debriefed and tabulated in section 5. Finally, the work is
concluded and future work is suggested in Section 6.

2 Related Work

2.1 Introduction

The ubiquity of the Internet has resulted in a plethora of computer-mediated commu-
nication channels. Because internet chat has become such an essential component of
modern society’s communication, interest in it is continuing to increase at a rapid pace.
Sequential behavior, which is observed as a pattern of individuals responding to articles
or comments, has established the discussion threads and resulted in the tree network
structure. The gathering and analysis of data on the internet provides intriguing insights
into human behavior. Statistically and theoretically justified models are required to es-
tablish which social variables are accountable for network topologies, despite assertions
that data-driven approaches would render the scientific method obsolete.

In recent years, research has offered many modelling approaches for determining struc-
tures by extracting various characteristics linked to human behavior. As a result, they’re
also known as generative models, because they not only compute the statistical signific-
ance of functions, but also reconstruct the next forthcoming communications patterns of
any comment chain. The literature review provided here briefly describes various studies
conducted on online news, covering various topics such as active learning, implement-
ing machine learning, and deep learning models to predict and evaluate research results,
achievements, and suggested future work. Further study of the topic provides a gateway
to answer questions of interest on the topic.

2.2 Twitter as a source of online news articles

New digital social networks such as Twitter have developed as a dominating platform for
individuals to connect and exchange knowledge, news, and viewpoints as social media
sites have grown in popularity. These technologies seem to have the ability to change
existing social structures and connections.

Housley et al. (2018) showed interest in learning more about user behavior and in-
teraction with social media material. To emphasize the significance of an interactional
approach to social media research, a comprehensive study of Twitter-based online cam-
paigns was undertaken. After categorizing social media posts based on activities, a typo-
logy of user interactions was established. The necessary tweets were collected using the
COSMOS program, which enables for automated data processing.

Aragón, Gómez and Kaltenbrunner (2017) addressed two key issues: a lack of data
or a model that is insufficient, and the uncertainty of the social structure. To inspire
and explain issues, a simple stylized model of success was created, which interprets the
success of any knowledge based on its competence. The model was used to investig-
ate twitter cascades by defining the tweet dataset, extracting features, and comparing
the performance of each model using Linear Regression, Random Forest, and Regression
Trees. The tweets in the dataset are from February 2015 to April 2017. To evaluate the
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genuine tweets pertaining to the photos and articles, a social media classifier was used
to filter out tweets with a high spam count, and then tweets from popular domains were
considered over time. The features were retrieved from the content, which included the
domain, tweet time, spam score, and category, as well as from the people, who included
followers, friends, and statuses, as well as subject features. They are coarse-grained, miss-
ing information that distinguishes users from material, as well as their interaction. As a
result, for more advanced users, a standard topic model was created. The dataset was
divided into training and test groups and then processed using the methods described
above. Random forest regularly delivered correct results and deduced the ex-ante predic-
tion’s limits. When it comes to social media, news stories have had a significant influence
due to the variety of information tactics used.

The news items, according to Bandari et al. (2012) are extremely time sensitive.
Furthermore, news pieces are in a strong battle to disseminate as much as possible. As
a result, predicting the popularity of news items on social media is both intriguing and
difficult. The classification and regression algorithms were used to determine the internet
popularity. The dataset is made up of two pieces of information: first, published news
items from the web for a specified time period, and second, articles posted on Twitter by
the user. The data was gathered using Feedzilla, a news feed aggregator API, and Topsy,
a twitter search engine, and the number of each item linked on twitter was calculated.
After that, the data is pre-processed to eliminate spam tweets, duplicates, and name
variants. The characteristics were based on the type of news on social media, well-known
names in news stories, language attachment, and the person who published the news
piece that mostly covered the material. The results indicated that the leading source
of information on Twitter was not from the top news organizations, but rather from
technology blogs such as Google blogs and many others, with an accuracy of 84 percent.
The stories become extremely popular on the internet as a result of their widespread
distribution, influencing middle-class individuals to raise awareness and guarantee that
the news reaches the intended audience.

According to research work by Rathord et al. (2019), interactions on social media
could reveal remarkably accurate forecasts about the future. It is shown that utilizing
online credibility as an indicator of social acceptance based on Twitter content, it is
possible to forecast new venture survival with a high degree of accuracy. Over 187,000
tweets from 253 new enterprises’ Twitter accounts were analyzed using context-specific
machine learning. Because potential customers sometimes lack a frame of reference for
comprehending the benefits of a new venture’s product, a company’s level of expertise
about its goods, management, and organization is seen as a key source of validity. The
quality of such posts has been found to be a good determinant of a company’s online
trustworthiness in studies. Because credibility, an organization’s intangible but most
valuable commodity, is linked to legitimacy, which is defined as an individual’s view
of an institution. The information was received from a large financial firm located in
Switzerland. The 253-entry dataset comprises primarily of names, social media accounts
and web pages for companies, and the number of enterprises. The data was extracted
using the Twitter REST API and included 187,323 tweets, 441,583 likes, and 102,501
retweets from June 2018. Three separate aspects of online legitimacy were examined:
information quantity, information substance, and interaction and confirmation content.
On the dataset, the methods Random Forest and Gradient Boost were used. The findings
revealed a 76 percent accuracy, indicating that a five-year forecast could be made with
high precision and recall values.
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For obtaining hyper parameter, partitioning the data set, training the classification
model, applying the model, and assessing the outcomes, Wicaksono and Supianto (2018)
presented a genetic method. The findings from the Genetic Algorithm and Grid Search
were virtually identical. However, in terms of processing time, the Genetic Algorithm
performed well.

Sentiment analysis has exploded in popularity, with the objective of utilizing machine-
learning techniques like sentiment, subjectivity analysis, and polarity calculations to in-
vestigate the opinions or content on various social networking platforms. Despite the
adoption of a variety of machine-learning algorithms and methodologies for sentiment
analysis during elections, a statistic was urgently required. Nave Bayes and SVM were
used in the analysis. The information acquired through the Tweepy API was connected
to accounts. The hashtags chosen were connected to prominent political viewpoints on
Twitter. Only tweets in English and Urdu languages were included in the data, which
was pre-processed to eliminate undesirable words, symbols, and vacant spaces. The re-
maining Urdu tweets were translated to English and discarded. SentiWordNet, W-WSD,
and TextBlob sentiment lexicons were used to determine the sentiments.

Similarly, Glowacki et al. (2018) employed Twitter as a medium to collect political
data for sentiment analysis during the presidential elections in Mexico and Brazil. Twitter
was also used to make connections with people by exchanging academic knowledge.

Machado et al. (2015) performed a survey to determine the importance of academics
in the discovery of information and dissemination of knowledge.

2.3 Popularity of YouTube as a medium in sharing data

YouTube is one of the most widely used platforms for sharing information. Vlog has
gained a big following and has turned out to be the most popular form of digital en-
tertainment Carral et al. (2019). It delivers profound contextual knowledge as well as
enjoyment, and as a result, millions of people watch it.

Ananda and Sandi (2019) used Hermeneutic Phenomenon as the study design to look
into the usage of technology in learning English. It is not just a platform for sharing
videos, but also a strong medium for online news discussions and political campaigns,
since it is the world’s second most popular website. It also intends to investigate the
political communication of video sharing by performing qualitative research on the Rus-
sian presidential election Litvinenko (2021). This was done on 169 videos gathered over
the course of two months. The method was taken a step further by performing com-
putational analysis in addition to the quantitative analysis conducted on the YouTube
videos.

A lifetime aware regression model was proposed by Ma et al. (2017) who worked on
two datasets, one of which was structured around hourly data collection. There were
172,602 videos in all. The other was on a daily basis, and it has 631,459 videos in it. For
100 days, the popularity of YouTube videos was recorded and analyzed to determine what
patterns and trends emerged. LARM’s unique feature is that it divides the dataset into
numerous subgroups and trains each subset independently, demonstrating linearity for
both currently observed and future popular videos. The model was matched with other
efficient models such as the MRBF (an extension of the MR model), the View Count
Dynamic Model (VCDM), and the Regression Tree, and a lifespan metric called αLifespan
metric was devised. Following a comprehensive comparison with other models, LARM
was projected to lower the prediction error for hourly and daily data by 18%.
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2.4 Implementation of machine learning and deep learning mod-
els on news articles

The internet allows digital news to be instantly spread throughout the world. The ma-
jority of people today consume and share news on the internet, for example, through
social media platforms like Twitter and Facebook. The amount of readers, likes, and
shares on a piece of news is typically a reliable measure of its popularity. It is extremely
beneficial to anyone involved in internet news, such as content producers and advertisers.
As a result, applying machine learning to predict the performance of online news stories
is both intriguing and practical. Several studies have been carried out in order to pre-
dict the success of internet news. The popularity of news is determined by a number of
factors, including the posting of online news on social media, visitor feedback on news,
likes for new posts, and so on. It is therefore critical to understand, analyze, and predict
the pattern in order to provide successful news articles that reach the greatest number of
people.

Growing interest towards social media has contributed to the enhancement of stat-
istical models. Social media has provided the major platform for publishing comments,
which provides a channel for online debate. Aragón, Gómez and Kaltenbrunner (2017)
studied statistical modeling of online conversations in depth, with an emphasis on ex-
isting generative models of discussion thread construction and evolution. The goal of
building generative models and statistically assessing them using empirical evidence is to
characterize the processes that govern online debate dynamics. These are parameterized
network construction models that might be used to generate synthetic discussion threads
that resemble some of the features of genuine conversations.

Optimizing a likelihood function, which assesses how well the model explains the
data as a function of its parameters, is the most common approach for estimating model
parameters. Harrison et al. (2018). Although for basic models this optimization may be
done analytically, it can be computationally expensive in general. The complexity of the
model determines the challenge of such an optimization. When compared to the amount
of the data, a model with numerous parameters cannot be generalized; rather, the data
can be split and regularized into distinct subsets for training, testing, and validation.

By analyzing features accessible on platforms, predicting user behavior, and evaluating
platform design, researchers Aragón, Gómez, Garćıa and Kaltenbrunner (2017) were able
to analyze online discussion threads across different platforms and user behavior, as well
as assess the influence of design on online platforms. Nashaat and Miller (2021) ArtAI,
an enhanced prediction model that feeds news articles as input, was proposed. The size
of the data collection, characteristics, popularity metrics, and popular articles are all
included in each dataset. Gradient Boost, Vector Space Model, and Ensemble Models
are used as foundation models to compare the models. Different performance metrics,
such as Accuracy, Precision, Recall, and F1 Score, were used to assess the outcome. The
experimental findings indicated that by using a meta-active learning method, ArtAI may
achieve greater accuracy and efficiency than other base models. It also resulted in high
MCC values for all tasks, leading to the conclusion that the suggested model encourages
users to correct errors in order to deliver relevant news items to consumers, and that
the proposed strategy might improve state-of-the-art performance by 19.72 percent. In
comparison to traditional active learning, it also had a 37.09 percent better outcome.

Different techniques were used by Rathord et al. (2019) to forecast internet news stor-
ies. Each article was distinguished and described by 59 characteristics in the dataset. The
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features are chosen with the least amount of repetition and the greatest amount of relev-
ance in mind. Several machine learning models were used to process the data, including
Random Forest, Adaptive Boosting, Support Vector Machine, K-Nearest Neighbors, and
Nave Bayes, Linear Regression, Logistic Regression. Different performance matrices, in-
cluding as accuracy, precision, recall, F-score, ROC Curve, and AUC, were used to assess
the results. The results revealed that Random Forest performed the best and that there
was room for development in terms of accuracy and optimization for increased popularity.
People utilize internet news as a source of fresh information; there are several online news
sites, and many people only read news that interests them. This sort of news is common
and beneficial for media owners. As a consequence, it is feasible to forecast whether a
news item will become popular or not using prediction algorithms. Machine learning
is one of the most commonly utilized approaches. To enhance prediction accuracy, the
optimum hyper parameter of machine learning algorithms must be computed. Because
grid search attempts every conceivable combination of hyper parameter, determining the
hyper parameter with this approach might take a long time. This is an issue since we
need more time to forecast the popularity of internet news.

A Comprehensive research was carried out in this regard by Namous et al. (2018).
A neutral network, as well as other machine learning models, were used to identify and
analyze online popularity. The use of several models revealed that SVM and neural
networks provided an overall accuracy of 65 percent. The widespread usage of smart
phones has also enhanced the appeal of internet news by allowing people to rely on it.

(Obiedat; 2020) Random Forest, Logistic Function, Bayes Net, Simple Cart, and C4.5
are some of the machine learning models that have been introduced for prediction. Kappa
statistics, TP-Rate, Root Mean Square Error, Accuracy, Precision, F-Measure, and FP-
Rate are used to assess the measures’ performance. To increase performance, data is
processed using feature filtering techniques, which follows a straightforward approach
that begins with data collection, then moves on to model construction and evaluation.
The model was built by Fernandes et al. (2018). For evaluating the aforementioned
and other models, Kiranmai and Ahuja (2018) installed Weka 3.9.3 was on windows 10
OS which includes 8 GB RAM. It’s a popular open-source machine learning platform
created by a team in New Zealand using JAVA. Classification, Clustering, Regression,
Feature Selection, and Visualization are examples of data pre-processing and data mining
operations that might benefit from the aforementioned paradigm. The data is split into
ten subgroups, with one set used for testing and the others for training. The confusion
matrix was used to assess the results.

Study on the same dataset by Haghighi et al. (2018) had four binary classifiers like –
True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN).
The feature selection technique used the Weka tool, which assists in the removal of
superfluous features in order to improve accuracy. The dataset was being applied with
five different selection methods like:

1. InfoGainAttributeEval: Determines the attribute’s relation to the designated
class using the attribute’s knowledge gain as the key metric.

2. ChiSquaredAttributeEval: Calculates the Chi-Squared statistic for the attrib-
ute as a key predictor of its relevance to the designated class.

3. CorrelationAttributeEval: Employs the Pearson’s Correlation with class label
as the key indicator of an attribute’s relevance in relation to the labelled class.

7



4. GainRatio: Calculates the benefit ratio with respect to the class to find the value
of an variable.

5. OneRAttributeEval: One-R is a basic algorithm (used by Riganello et al. (2018)
to find out disorders using Heart Rate Variability Entropy) that determines one rule
in the training data and then chooses the rule with the least error for all attribute.
It can deal with missing values by considering ”missing” to be a valid value.

Despite the fact that it is a reduced form of the classifier, it might be useful for
assessing and establishing a benchmark for other learning methods. Random Forest with
the parameter InfoGainAttributeEval had the highest accuracy of 66.9% and a Kappa
Statistic value of 0.372 of all the models implemented. Other performance matrices, such
as Precision, Recall, and F-Measure, all indicated a value of about 67 percent, with no
room for improvement. One of the most important aspects of this project was the use of
feature selection procedures, which allowed the authors to concentrate on the key themes
and articles that gained greater popularity and attracted a big audience. The forecast
became more specific as the study in internet news continued, and the analysis was limited
to a specific area of interest. Assume that your field of interest is cryptocurrency (Beck
et al.; 2019), and your study is solely focused on news about it. Real-time bitcoin news
was gathered from the web and compared to social media tweets. Different algorithms
were employed to forecast the articles referenced on Twitter in the next 24 hours based
on the day tweet activity. The information was gathered in three steps: gathering data
from Twitter, gathering articles, and matching tweets to articles. The real-time data was
gathered using the Twitter API and filtered using a list of cryptocurrency related phrases.
The articles were gathered from Gazetter source URLs, with a total of 2353 articles, and
articles were matched with tweets using a document-oriented database that explicitly
connects the tweet with the article’s URL. By selecting three below listed requirements,
the various entries of the article’s URL are combined into a single URL.

1. If the URLs have the same host and path

2. If the heading of the URLs match

3. If the articles are published at the same time

With a training set of 125248 articles and Auto-regression, Random Forest, and se-
quence to sequence models as the baseline for the study, the researchers utilized three
categories of characteristics: time series features, content features, and context features.
The outcome was assessed using two different sorts of characteristics.

1. Mean Absolute Percentage Error: This estimates the average percent differ-
ence between the predicted and actual values. The reason for utilizing percentage
mistakes rather than absolute errors is the huge disparity in the number of art-
icles listed. An absolute error metric would very definitely be dominated by a few
publications with a lot more mentions.

2. Normalized Discounted Cumulative Gain: The second fascinating aspect of
the predictions is the sequencing of the articles as a result of the projected values.
We could obtain the most intriguing articles from a model that has a low MAPE but
generates a good approximation of the news ordering. The Discounted Cumulative
Benefit (DCG) is high if the top projected articles receive a lot of attention.

8



The results indicated that all of the models performed well; however, articles published
after 15 to 20 hours performed better, with a 20% increase or decrease in MAPE value
and an NDCG value of 0.9 reached after 5 hours of publication. S2S performed the worst
out of all the models. Even though the system provided accurate results, it might be
improved by training the model to analyze popularity after an hour of publishing and
using sophisticated NLP models.

Similarly, as the study continues, journalists and editors are keen to learn about the
pieces that have been published as quickly as possible, as well as the ones that bring the
greatest traffic to their websites. The linked study includes a range of approaches and
algorithms for conducting this forecasting. Before making any longer-term predictions,
most of the proposed approaches necessitate tracking the success of material for a period
after it is released. A new method for forecasting the success of news stories published on
the internet; the method is based on a variety of assumptions about article similarities
and topicality, and it complements current content-based approaches. To begin with, the
popularity of a new article was correlated with the popularity of comparable pieces that
had previously been published. Second, the success of the new piece was attributed to the
primary topic’s recent historical popularity. Based on these data, we utilize time series
forecasting to predict the amount of visitors an item will receive. The information was
gathered from a worldwide news network with many channels and websites. The data
was collected between 2012 and 2014 and consisted of two types of articles: breaking news
and issues that occurred in various regions or throughout the world, as well as reporting
on the activities. Second, the remarks or thoughts expressed by well-known authors and
editors on any public issue or item. Latent Dirichlet Allocation (LDA) models, as well
as machine learning methods such as linear regression and Support Vector Regression
models, were used. Pearson’s Correlation was employed to assess the auto correlation
and cross correlation in the themes in order to forecast the outcomes. To begin, it was
determined that the themes selected were content-coherent. Second, there were auto-
correlations in the topic volume time series. Predicting the success of an article requires
a combination of content-based approaches that evaluate the communicative frame of the
articles and time series methods that capture the growth of people’s attention around
specific subjects.

The technique effectively incorporated two factors in anticipating article visits: the
popularity of similar articles in the most recent issue, as well as the popularity of the
themes addressed in the article. More precisely, it was demonstrated that when those two
variables were combined, the model outperformed each component alone. Furthermore,
when subject predictions are merged, which can be done with as low as 2.5 percent
inaccuracy, the total mean average error rate is around 11%.

Almost all latest research work, during past 3-4 years, emphesises on quantitative
analysis. The research by Nashaat and Miller (2021) coined a model called ArtAI and
matched the result with other ML models such as Gradient Boost, Vector Space models.

Ma et al. (2017), Rathord et al. (2019) and Wicaksono and Supianto (2018) worked on
the data using ML models such as Support Vector Machine, Linear Regression, Gradient
Boost, Random Forest and other models. The work revolved around extracting the
features those unmatched the features in other research, as it all depends on the features
that are primarily focused in the above cited mentioned research works.
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2.5 Results

Table 1: Summary details of the related work on Online News Popularity Prediction

Author(s)
Objectives Research Design Algorithms and Accuracy Findings

Namous et al.
(2018)

Employed multiple ML
models to find the pop-
ularity of online news

Quantitative evaluation
of different algorithms

MultiLayer Perceptorn
Bagging
AdaBoost
Random Forest
Naive Bayes
K Nearest Neighbour
Logistic Regression
Linear SVM
Polynomial SVM
RPF SVM
Sigmoid SVM

65%
64%
64.8%
65.8% - Best Result
64.7%
57.5%
55.9%
48.3%
46.8%
53.5%
51%

Ren and Yang
(2015)

Reviewed 10 ML al-
gorithms to find the best
model and set of features
to predict the popularity
of online news

The Performance of the
models are recorded and
compared. Feature Se-
lection is used for better
performance

Linear Regression
Logistic Regression
SVM (d = 9 Poly Kernel)
Random Forest (500 Trees)
KNN(k=5)
Linear SVR
REPTree
Kernel Partial Least Square
Kernel Perceptron
C4.5 Algorithm

66%
66%
55%
69% - Best Result
56%
52%
67%
58%
45%
58%

Guan et al.
(2017)

Implemented Intelligent
Decision Support System
(IDSS) using 5 Mod-
els that analyzes articles
prior to their publication

Compare the accuracy of
the models to find the
best fit

Random Forest
AdaBoost
SVM
KNN
Navie Bayes

73% - Best Result
72%
71%
67%
65%

Sitapara et al.
(2018)

Four ML algorithms were
used to predict the online
news popularity

Compared the accuracy
of the models

Decision Tree
KNN
Random Forest
Naive Bayes

57.9%
57%
66.4 - Best Result%
61.2%

From the table it is evident that Random Forest is the best proven method so far
with an accuracy of 73%.

3 Methodology

This research employs the ‘Cross Industry Standard Process for Data Mining’ (CRISP-
DM) methodology. It is a hierarchical process which mainly has six level breakdowns, in
the work by Chapman and Wirth (2000). The model however is slightly modified to hold
good with the work done here. Figure below shows the actual and modified versions.

The flow initiates with extracting the data and pre-processing, followed by extract-
ing the suitable feature Extraction. Then the models - LSTM (with and without auto
encoding-decoding) and Bi-LSTM (with and without auto encoding-decoding) are Imple-
mented, followed by evaluating the results. Finally, the results are compared with that in
the work done earlier to suggest the best fit model to predict the online news popularity.

Data for the work is extracted from UCI Machine Learning Repository 1, an open
source repository serving machine learning community. The dataset contains the details
of the articles published by Mashable 2 in a period of two years. The data is originally

1https://archive.ics.uci.edu/ml/datasets/Online+News+Popularity
2https://www.mashable.com
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acquired and preprocessed by Fernandes et al. (2015), who go on to deep dive on the data
collection process.

The data on UCI library is usually clean and require no pre-processing. However,
there is a subtle clean up necessary with respect to the column headers. The data is then
loaded and fed for exploratory analysis, carried out using Python.

Feature selection is employed to extract features that could better train the model for
predicting the popularity of news articles. Here six data subsets are picked based on Fisher
Score and Normal Distribution. After splitting, counter() function - a class in collections
library, is used to find the number of data elements in each class. The result showed a
distinguished class imbalance.To overcome the class imbalance, a balanced synthetic data
was generated using SMOTE technique.

Finally, the new balanced data subsets are trained and tested using four models -
LSTM, Auto Encoder-Decoder LSTM, Bi-LSTM, and Auto Encoder-Decoder Bi-LSTM.

The accuracy of the models are compared to results obtained from the earlier research
works found in section 2.5 and the best fit model is determined.

Figure 1: CRISP-DM

4 Implementation

The overview of the implementation can be seen in figure 2. The programming language
used is python.

The dataset obtained from UCI Machine Learning Repository has 59 numerical attrib-
utes describing various aspects of 39,644 articles. As the data was cleaned extensively
(Fernandes et al.; 2015), there is no much pre-processing required. However, the only
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Figure 2: Data Flow of the Research

area that requires cleaning is the headers or column names that have a space appended
to the left. This is overcome by improvising while extracting the columns - instead of
using ’df[’shares’]’, use ’df[’ shares’]’. This may appear insignificant, yet it might lead
to some annoying mistakes throughout the execution of the tests. Columns ’url’ and
’timedelta’ are dropped as they are insignificant, the number of shares are bucketed into
seven categories - Very Poor, Poor, Average, Good, Very Good, Excellent and Excep-
tional, ’weekdays’ columns are merged into one, ’data channel’ columns are merged into
a single column, and finally the old data is dropped. The column ’n non stop words’ can
be classified as a noise as most of the records are 0, and can therefore be dropped.

Figure 3 infers, though not always, but frequently popular articles tend of have more
reach. Business channels show no influence with change in num images. They usually
have lesser images irrespective of popularity. Entertainment and tech tends to have more
images with increase in popularity.
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Figure 3: Popularity by Data Channel

Box and Whisker plot in figure 4 shows that most data points lie between 0.6 and 0.8,
irrespective of shares.

Figure 4: Popularity by Rate of Non-stop words in Content

From figure 5, while both world and tech news are over 7000, social media and lifestyle
related news are least with a little over 2000.
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Figure 5: Distribution of Articles across Data Channels

Figure 6 shows that shares doesn’t follow normal distribution, instead positively
skewed. So, log transformation was applied. The transformed data showed normal dis-
tribution and point lie along the diagonal line.

Figure 6: Normality Plot of Shares

As part of feature selection, six set of features are selected and used to train and test
the models used in the study.

• First set contains the features on hypothesis - 32 in number

Hypothesis: Each variable is subjectively analysed to understand how relevant it is
to the problem. The features are carefully analysed through univariate and bivariate
analysis to accept or reject.

• Second set has all the features in the overall dataset - 58

• Third set has the features with their scores over 3000 - 25 features
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• Fourth set contains all the features on hypothesis with normal distribution - 32
features

• Fifth set contains features with fisher score over 100 and show normal distribution
- 29 features

• Final set contains all features showing normal distribution - 58 features

The data is split at 70/30. Upon splitting there was class imbalance. Because most
machine learning algorithms for classification were built with the assumption of an equal
number of instances for each class, imbalanced classifications offer a problem for pre-
dictive modelling. As a result, models with poor prediction accuracy, particularly for
the minority class, emerge. This is an issue since the minority class is usually the most
important. As a result, the minority class is more vulnerable and prone to classification
mistakes than the dominant class. The data set here showed a sever imbalance. For
most dominant class , the number of data points are around 13444 - Counter(3: 13444,
0: 8057, 4: 3163, 6: 1978, 5: 150, 2: 74, 1: 57). Hence data balancing was necessary.

To overcome imbalance, oversampling the minority class is done using Synthetic
Minority Oversampling Technique (SMOTE) (Chawla et al.; 2002). SMOTE first picks
a minority class instance, say a, at random and finds its ’k’ nearest minority class neigh-
bors. The synthetic instance is then created by choosing one of the k nearest neighbors,
say b, at random and connecting a and b to form a line segment in the feature space. The
synthetic instances are generated as a convex combination of the two instances picked
i.e., a and b. The balanced data for the most dominant class referred above looked like -
Counter(1: 13089, 0: 13030, 4: 12959, 3: 12952, 6: 12939, 5: 12901, 2: 12882). The ML
models were applied on the balanced data.

Artificial recurrent neural network(RNN) models are employed in the study. Below
models are deployed for six class of data picked from feature selection - ’features on hy-
pothesis’, ’all features’, ’features with high fisher scores’, ’features on hypothesis showing
normal distribution’, ’features with high fisher scores and showing normal distribution’
and ’all the features showing normal distribution’. The train and test data are split at
70/30. ’ReLU’ activation function is used while encoding and decoding, except for the
last decode dense layer, uses ’softmax’ which maps the values in the range of [0,1] which
add up to 1. All the four models use sequential topology, categorical cross entropy loss
function, ’adam’ optimizer function and ’minimum’ mode. Each of these four models
have seven dense layers with 64 units each. ’Accuracy’ is used as the evaluation metric.

• LSTM: Long Short-Term Memory (LSTM) networks is a kind of RNN model that
deals with the vanishing gradient problem. It learns to keep the relevant content
of the sentence and forget the non relevant ones based on training. This model
preserves gradients over time using dynamic gates that are called memory cells.

The input layer has 128 units and each of the 7 dense layers have 64 units. ’Softmax’
activation function was used. The model was run at 40 epochs and batch size of
64.

• Autoencoder LSTM: In the study stacked autoencoder is used. A stacked au-
toencoder is a neural network consist several layers of sparse autoencoders where
output of each hidden layer is connected to the input of the successive hidden layer.
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’Adam’ optimizer and ’mse’ loss function are used to encode the input data into a
data of dimension 32. The autoencoder is then trained with 140 epochs, batch size
of 64, ’categorical crossentropy’ loss function and ’adam’ optimizer function.

• Bi-LSTM: The Bidirectional LSTM (Bi-LSTM) model keeps two states for forward
and backward inputs created by two distinct LSTMs. The first LSTM is a normal
sequence that starts at the beginning of the phrase, but the second LSTM feeds the
input sequence backwards. The goal of a bi-directional network is to gather data
from nearby inputs. It is designed to learn faster than one-directional approach
although it depends on the task.

The input layer has 128 units and each of the 7 dense layers have 64 units. ’Softmax’
activation function was used. The model was run at 40 epochs and batch size of
64.

• Autoencoder Bi-LSTM: Stacked autoencoder is used in the Bi-LSTM model to
perform multi class classification.

’Adam’ optimizer and ’mse’ loss function are used to encode the input data into a
data of dimension 32. The autoencoder is then trained with 120 epochs, batch size
of 64, ’categorical crossentropy’ loss function and ’adam’ optimizer function.

5 Evaluation

The RNN models were implemented for six sets of features. The overall implementa-
tion involved two experiments : employing dropout function and without using dropout
function. Accuracy of the models are listed in the tables below.

5.1 RNN Models without Dropout Function

From below table 2 Bi-LSTM model shows better results for all six feature sets with
accuracy ranging from 77% to 79%. The highest, 79%, for features on hypothesis showing
normal distribution. Results from LSTM models are not far behind. For features on
hypothesis the model showed 77% accuracy. Autoencoder models did not show great
results. The maximum accuracy obtained from autoencoder LSTM and autoencoder
Bi-LSTM are is 54% and 57%

Table 2: Accuracy of Models without Dropout Function
Models/Features

Features on Hypo-
thesis

All Features Features with High
Fisher Scores

Features on Hy-
pothesis Showing
Normal Distribu-
tion

Features with High
Fisher Scores and
Showing Normal
Distribution

All Features Show-
ing Normal Distri-
bution

LSTM 77% 76% 75% 76% 73% 76%
Bi-LSTM 78% 78% 78% 79% 77% 78%
Autoencoder
LSTM

28% 46% 43% 48% 54% 50%

Autoencoder Bi-
LSTM

48% 47% 55% 53% 53% 57%

5.2 RNN Models with Dropout Function

Droupout function is a regularization technique used to reduce overfitting in Neural
Networks. The dropout values are set to 0.25 and 0.20 on alternative dense layers.
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From the below table 3, Bi-LSTM still proves to be the best of the four models
with accuracy ranging from 73% to 78%. The highest, 78%, is for set of features showing
normal distribution. The best result of the encoder models is 56% for normally distributed
features with high Fisher scores.

Table 3: Accuracy of Models with Dropout Function

Models/Features
Features on Hypo-
thesis

All Features Features with High
Fisher Scores

Features on Hy-
pothesis Showing
Normal Distribu-
tion

Features with High
Fisher Scores and
Showing Normal
Distribution

All Features Show-
ing Normal Distri-
bution

LSTM 72% 73% 68% 74% 72% 73%
Bi-LSTM 76% 76% 73% 77% 75% 78%
Autoencoder
LSTM

40% 40% 43% 46% 48% 43%

Autoencoder Bi-
LSTM

45% 46% 43% 53% 56% 54%

5.3 Discussion

Overall, the results obtained in the first experiment is better. While accuracy obtained
from LSTM model in the second experiment is less compared to that obtained in the
earlier experiment, the accuracy showed by two autoencoder models showed no greater
change upon employing the dropout function. The best result obtained from the study
is 79%, when the Bi-LSTM model is trained and tested taking into consideration the
normal distribution features on hypothesis.

The accuracy is better than the results obtained earlier (see Table 1), from Random
Forest, the model with highest accuracy, 73%, obtained in the experiment conducted by
Guan et al. (2017), listed in 2.5. With high accuracy, no overfitting and class imbalance
eliminated, the Bi-LSTM model is certainly well trained and can be deemed the best so
far to predict the popularity of news published online.

6 Conclusion and Future Work

The goal of the study is to enhance the accuracy of news popularity forecast.The other
objective of the research is to compare the results with that obtained from models em-
ployed by other researchers earlier. The amount of likes, comments, and shares may all
be used to determine the popularity of a piece of content. People disseminate informa-
tion that they believe is vital. The variable for predicting popularity in this work is the
number of shares of online news items. The data set used in this study is taken from
UCI machine learning repository. News in the dataset has various domains like lifestyle,
entertainment, business, social media, technology and world. This paper presents LSTM
and Bi-LSTM, reinforced neural network models with and without auto-encoder, applied
on six combinations of feature subsets. Two experiments are conducted, one with dropout
function and another without it.

LSTM model without dropout function used in this research showed up to 79% accur-
acy, taking into account the features on hypothesis showing normal distribution. There
is a significant improvement in accuracy compared that of models employed earlier. Ac-
cording to the findings of the experiments, the suggested method can be used to solve
the popularity prediction problem better than before.
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With better computational power the models can be trained effectively, multiple com-
binations of features can be tried and tested, and different network topology can be tested
and compared. This is the future work suggested. Also, trying the models for other data-
sets would give interesting results.
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