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1 Introduction

This is the configuration manual that documents the software and the hardware require-
ments and/or tools that are used for the final research project. The title of the research is,
‘Time Series Forecasting of Methane Emissions from Livestock using Machine Learning’
and it also provides with the code snippets used for implementation and evaluation of
this project.

2 Required System Configuration

2.1 Hardware Used

Processor: Inter(R) Core(TM) i5-6200U CPU @ 2.30GHz 2.40GHz
RAM: 16 GB
Storage Capacity: 512 GB SSD (Solid State Drive)
System Type: 64-bit Operating System, x-64 based processor
GPU: NVIDIA GEFORCE
Operating System: Windows 10 (64-bit Operating System)

2.2 Software Used

Data Cleaning: RStudio
Programming and forecasting graphs: Jupyter Notebook
Visualization: Microsoft Excel, Matplotlib
Flow chart and diagrams: Draw.io (Onlin portal for preparing diagrams
Other tools: Snipping tool, Microsoft Excel,

3 Research Project Development

In this section, a brief explanation of the steps performed from start to end of the project
is addressed.
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3.1 Data Collection and Pre-processing

The dataset for this research contain data for Methane Emissions (CH4) from Enteric
Fermentation downloaded from Food and Agriculture Organization of the United Nations
website 1, who has made this data publicly available for research, statistics and science.
The data contains annual CH4 emissions from 1961 to 2019 having projections for 2030
and 2050. The data contains data by country, regions and special groups, with global
coverage. The data set contains 369580 rows. A sample set of rows from the raw data is
shown below in Figure 1.

Figure 1: Raw Data Sample

Figure 2 mentioned below shows the data cleaning code snippet,

Figure 2: Cleaning Data and Exporting cleaned CSV data file

Below mentioned steps explain the detailed steps performed in above figure,

1. In the beginning, from 14 columns of raw data set, only 7 columns are included.
Other columns are neglected.

1http://www.fao.org/faostat/en/#data/GE
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2. From the Source column only ‘FAO Tier 1’ data is selected and ‘UNFCCC’ is
removed as there were some missing values.

3. From Element column only ‘Emissions (CH4)’ values are included, ‘Stocks’ vales
were were removed as they were not required for this research purpose.

4. From the Item column, only the data for ‘All Animals’ is selected belonging to only
for ‘World’ values from Area column.

5. In the end, the dataframe was exported to a comma separated values (csv) file and
this cleaned data was further used for modelling.

6. Before performing modelling steps, rows for 2030 and 2050 projections are also
excluded.

This concludes the exploratory data analysis performed

4 Machine Learning Algorithms

In this section, the code snippets and it explanation are included using which ARIMA,
PROPHET and SVM forecasting models were used. The models were coded in Jupy-
ter Notebook using Python programming language where libraries like pandas, numpy,
matplotlib, and scikit-learn.

4.1 ARIMA

Figure 3: ARIMA - Importing libraries, parsing and indexing year column

Figure 3 shows the libraries that were imported. A parser function is used to parse
the year column as datetime column and also index the year column.
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Figure 4: ARIMA - Check stationarity
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As seen in Figure 4, a new stationarity function was created that will perform Dickey-
Fuller test. As the p value was ¿ 0.005, the given time series is considered non-stationary.
Next, log of the data is taken and subtracted and the differencing value is decided.
Later, Autocorrelation and Partial Autocorrelation are plotted, as shown in Figure 5 and
accordingly p, d and q values were decided.

Figure 5: ARIMA - differencing, acf, pacf

For this research, the ARIMA model was built with order (3,1,2) and fitted using
.fit() function as shown in Figure 6. Next, .forecast() gives the prediction of number of
further time steps.

The reference for the codes has been taken from machine learning mastery website 2.

4.2 PROPHET

For PROPHET model, seaborn and marplotlib libraries were used to create charts. Ini-
tially the model prophet is loaded using the fbprophet package as seen in Figure 8. out of
the Train and test data, train data is used to train the model. Next, .make future dataframe()
function is used to create a new dataframe with future dates and later called using .pre-
dict() function as seen in Figure 9. ’YS’ is taken as the frequency as for this research,
the data was annually. Atlast, the plots are taken to show the forecast and the original
values followed by evaluating the performance metrics as shown in Figure 10.

2https://machinelearningmastery.com/arima-for-time-series-forecasting-with-python/
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Figure 6: ARIMA - Building model, train and fit

Figure 7: ARIMA - Final plots and Evaluation Metrics
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Figure 8: Prophet - Importing libraries, parsing and indexing year column

4.3 SVM

Support vector machine (SVM) is another model used for this research. Figure 11 shows
the initial import of libraries required and parsing and indexing the year column to
convert it into datetime function. Initially, the data is divided into train and test as
seen in Figure 12. SVR library from sklearn is imported. First, the kernel is chosen that
suits the data and then actual training happens using ’rbf’ kernel, which can be seen
in Figure 13. Once the predicted values are given by the model, lastly the performance
metrics are calculated using the built in function from sklearn as captured in Figure 14.
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Figure 9: Prophet - Modelling

Figure 10: Prophet - Calculating evaluation metrics
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Figure 11: SVM - Importing libraries, parsing and indexing year column
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Figure 12: SVM - Dividing dataset into train and test
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Figure 13: SVM - Choosing kernel and building model

Figure 14: SVM - Calculating Evaluation Metrics
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