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1 Introduction

This configuration manual will discuss steps followed in the implementation of this re-
search in detail. The document covers steps from data collection to the evaluation of the
implemented remote sensing image captioning framework. It includes system configura-
tion, code snippets and directions to execute to ensure that this work can be reproduced
in future easily.

2 Hardware and Software configurations

All the execution for this research is done on the local machine. To track progress and
save time, processed data and models were saved locally as pickle files. Table 1 and Table
2 presents hardware and software specifications for this research. It is also suggested to
use the latest version of Tensorflow and Keras for this implementation.

Table 1: Hardware specifications

Host machine/Operating System MacBook Pro/MacOS Mojave

RAM 8GB, 2.7 GHz Intel Core i5

Hard Disk 256GB

GPU Intel Iris Graphics 6100 1536 MB

Table 2: Software specifications

Programming language Python (Anaconda distribution)

IDE Jupyter notebook

Browser Google chrome

3 Data Preparation

3.1 Collecting Data

Download the RSICD dataset on your local machine from GitHub using the URL ht-
tps://github.com/201528014227051/RSICD optimal. The dataset includes images folder
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and a JSON file with key as image name and value as an array of text descriptions.

3.2 Reading Data

1. Create a new Jupyter notebook environment in the same folder where the dataset
is stored.

2. Import all required libraries for data processing.

Figure 1: Import required libraries.

3. Define directory parth for images and json file to read data.

Figure 2: Defing directory paths for the data.

4. Load images into notebook using OS package of python. The get image function
defined in Figure 3 creates a global list containng names of the images in the given
directory. Also, a list of images and empty list of same length is also created to
store reference descriptions.

5. To load text data into notebook use JSON package of python. Split the loaded data
into three parts using the ’split’ key of the json for training, testing, and validation
of the model. The fuction get annotations is used to parse json data and create
three lists containing index of the image in the global image list for training, testing
and validation.
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Figure 3: Parsing image data.

Figure 4: Parsing text data.
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6. Figure 5 represents a sample image from the loaded RSICD dataset along with
references text descriptions.

Figure 5: Model Architecture.

4 Image Processing

The next step is image processing and transformation to generate image feature vectors.
In image processing, loaded image are resized as required by the encoder model. Figure
6 shows the code for feature extraction including resizing and getting feature vector from
the model.

Figure 6: Image feature extraction process.

This research used two type of encoder model CNN and Capsule Network. For the
CNN, a pre-trained InceptionV3 model is used which is avaible in keras applications
1. For Capsule Network, a encoder model is created including 4 casule units which are

1https://keras.io/api/applications/inceptionv3/
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flatten together in a layer. The architecture of the capsule network is inspired from the
model proposed in the study Deka (2020), which is available on GitHub 2.

5 Text Processing

1. In this step, text descriptions are cleaned and transformed for modelling. For
cleaning text descriptions first each word is converted into the lower case to avoid
replication of words in the vocabulary and <START> and <END> tokens are
added to mark the beginning and ending of a sentence. Figure 7 presents the code
for this part.

Figure 7: Coverting to lower case and adding start and end tokens.

2. The next step is to remove punctuations from the description. Code used for
removing punctuations is shown in Figure 8.

Figure 8: Removing punctuations.

3. After cleaning the text descriptions, the next step is to calculate vocabulary size
for modelling. The code in Figure 9 is followed for this step.

4. The last step in text processing is the tokenization of the text descriptions. A
dictionary is created to convert words to numbers as showing in Figure 10.

2https://github.com/jaydeepdeka/Flickr8k image captioning using CapsNet
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Figure 9: Counting total words in vocabulary.

Figure 10: Creating word to number dictionary.

6 Modelling

1. Importing remaining libraries required for modelling.

Figure 11: Importing libraries for modelling.

2. Creating a model as shown in Figure 12, which takes image feature vector and word
vector to generate a description. The architecture of this model is inspired by the
study of (Agughalam et al.; 2021).

3. For the second experiment, an encoder-decoder framework uses a feature vector
generated by CapsNet encoder to generate text sequences. The architecture of the
model is presented in Figure 13.

4. For using CNN and CapsNet features together for generating text descriptions in
experiment three, the architecture in Figure 14 is implemented. It takes three
inputs, first for CNN feature vector, second for CapsNet feature vector and third
for word vector.

5. In the training of the models 10 epochs are used. The model with the lowest
validation loss is saved and used for generating text sequences. The code in Figure
15 is used for the training of models.
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Figure 12: CNN-LSTM encoder-decoder architecture.

Figure 13: CapsNet-BiLSTM encoder-decoder architecture.
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Figure 14: CNN-CapsNet-BiLSTM encoder-decoder architecture.

Figure 15: Training model.
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7 Inference and Evaluation

7.1 Inference

1. The function evaluation model takes a list of test images and generate a text de-
scription for each image. First, the image is resized as required for the encoder
model and the feature vector is generated. Then text sequence is predicted using
that feature vector.

Figure 16: .

2. The word with the highest probability is selected as the next word in a sentence.
Like this, all words are appended together to form a sentence.

3. For all three experiments predicted text description is generated for the test images
and stored in pickle files.

7.2 Evaluation

1. Remove <START> and <END> tokens from begining and ending of predicted
descriptions for evaluation.

2. Calculate BLEU and ROUGE-L scores for each model. Figure 17 and Figure 18
presents the code for BLEU and ROUGE metrices.

3. For qualitative analysis of the research results, predicted sentences by all models
are compared with respect to the content of test image. Figure 19 shown one of
test image with actual and predicted sentences by each model.
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Figure 17: Model Architecture.

Figure 18: Model Architecture.

Figure 19: Model Architecture.
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