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1 Introduction

The configuration manual is a step-by-step guide for the project ’Synthetic Defocus Gen-
eration Using Deep Learning’ given in the technical report’s creation, installation, im-
plementation, and deployment. The purpose of this report is to support and guide you
through each stage of the process so that you may get the required output and results,
which are given in a technical report. Multiple technologies, libraries, hardware, and
software combinations are used to complete the project.

1.1 Project Overview

The aim of the project is to generate Synthetic Defocus Images using Deep Learning.
The algorithms used are DeepLab, Mask-RCNN and Xception. PSNR, SSIM and MSE
are the evaluaion metrics used to compare and analyse the performance of the models.
DeepLab and Mask-RCNN performed well and gave high PSNR and SSIM values.

1.2 Prerequisites

1.2.1 Hardware Used

• Device Name - Dell 7000 Gaming 7567

• Processor - Intel i7-7th Generation

• RAM - 16 GB

• GPU - NVIDIA GeForce GTX 1050 ti

• ROM - 4 GB

• OS - Windows

1.2.2 Software Used

• Programming Language - Python

• Development Tools - Notepad ++, CMD
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2 Python Virtual Environment Creation

2.1 Anaconda Installation

A Python Virtual Environment is created by using Anaconda. CMD and Notepad were
used for development. Local GPU of the system is used and installed all the software
and packages on the local system itself. The latest version of Anaconda which is used.
(2020.11)

1

Figure 1: Anaconda Installation

Figure 1 shows the steps needed to download Anaconda. Also, link for the software
is included in the Foot Notes.

2.2 Environment Setup

As shown in Figure 2, open the Anaconda Command Prompt from Windows Search
function. (RUN AS ADMINISTRATOR)

Activate the anaconda virtual environment (thesis) by using the command shown in
the Figure 3.

2.3 Python Libraries, Packages and Frameworks

The main libraries, packages and frameworks are listed in the Table 1.
2

1https://www.anaconda.com/products/individualwindows
2https://www.tensorflow.org/install
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Figure 2: Anaconda Command Prompt

3 Data set Pre-processing

Not much Data Pre-Processing is required because, model specific pre-processing is done
in the implementation process. We are using the data set called as EBB which is publicly
available on the ETH Zurich website. The Data set is included in the code artifact zip
folder.

3

4 Implementation

Total 3 Deep Learning models were used DeepLab, Mask-RCNN and Xception.

4.1 DeepLab Model

Figure 4 depicts the necessary libraries and packages which are to be imported. predict-
depth.py includes all the parameters which are necessary to pass to the model. Those
will be passed as an argument in monodepth-model.py. Hence, importing both of them
is necessary.

3https://developer.nvidia.com/cuda-11.0-download-archive
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Figure 3: Activate the ’thesis’ environment

Table 1: Evaluation Metrics
Libraries Version

TensorFlow 2.4.1
torch 1.8.0

Python 3.8.5
NumPy 1.19.5
CUDA 11.0

CuDNN 8.2.1
CV2 4.5.3

For this project, EBB data set is used. It takes a lot of memory to generate the
results. Sometimes it demands more memory to process such huge files. Windows will
allocate limited GPU usage for each process. We have to manually increase the GPU
memory allocation, otherwise it will throw an not enough memory error. For that, the
above code which is mentioned in the Figure 5 is used. That will allow automatic GPU
memory allocation according to the requirement. This code solved the issue of GPU
memory allocation.

After that for testing the model is any image, the path of the image has to be changed.
(image-path)

In the above Figure 6, an image will be resized, converted to RGB format and sent
to the predict depth function to calculate the depth of the image.

Figure 7 shows that how segmentation mask is created and applied by using Gaussian
Blur function. Hence, the output files will be saved in the output directory.

Figure 8 and Figure 9 depicts the calculation of Evluation Metrics like PSNR, MSE
and SSIM.

4.2 Mask-RCNN Model

Figure 10 shows the imports which we need to import. PyTorch will be used as a Deep
Learning Framework.

Figure 11 shows the calculation of IoU. Later, an IoU Mask will be calculated and merged
together to get the segmentation mask.

Gaussian Blur is applied with OpenCV to blur an image. Gamma value chosen is
0.25. It is shown in Figure 12.

PSNR, MSE and SSIM is calculated using the same code which is used to calculate
the scores for DeepLab. Only input image and compressed image path will be changed.
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Figure 4: imports

Figure 5: GPU Memory Allocation

Figure 6: Predict the depth map
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Figure 7: Segmentation Mask

4.3 Xception Model

For the third and last model, TensorFlow, Gaussian Blur, CV2, Numpy are used to
generate Synthetic defocus images.
Almost similar packages are used here and imported them. All the imports necessary to
run Exception model are shown in Figure 13.

A Frozen inference graph is necessary to run this model and to load the necessary weights
to generate the synthetic defocus images. This file shown in Figure 14 should be saved
in the same folder as of code.

Segmentation Map with respect to the localized objects is generated as shown in
Figure 15.

After calculating the segmentation map, the input image will be classified in 0 and
255 based on the classes detected. Using Numpy Unique values are calculated and the
output image (Segmentation Map) will be resized to the original image shape.
After resizing the image, the unique values won’t be limited to 0, 255. Here, Otsu’s
Binarization comes into the picture. It puts a filter on the range of the values. The
output of the Otsu’s Binarization is an image which will have only 2 unique values.
Again, after applying the Gaussian Filter, the final Portrait image is stored in the same
output directory. Which is shown in Figure 16 and Figure 17.
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Figure 8: PSNR
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Figure 9: MSE and SSIM
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Figure 10: Mask-RCNN Imports

Figure 11: Calculate IoU
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Figure 12: Apply Blur
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Figure 13: Imports for Xception

Figure 14: Frozen Inference Graph
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Figure 15: Segmentation Map and the Label Names

Figure 16: Calculating Unique Values
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Figure 17: Otsu’s Binarization and Final Output
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