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Hardware and Software pre-requisite configuration: 
The tools and software requirements used for this thesis research work can be installed 

on a laptop or a PC. The basic configuration list is given below: 
 

 

Operating system Windows 10 

RAM 16 GB 

Hard Disk 512 SSD 

Processor Core i7 8th gen 
 

Pre-Requisites: 

The basic toolset used in this research work for carrying out all the actions are listed 

below: 

• Microsoft office tools 

• Python 3.7 

• Jupyter 

 

 

Dataset Gathering: 
 

PCOS/PCOD Dataset: 

Initially it was fetched from Kaggle but images were very less approximately to 34 hence, other 

web sources were collected and then I myself created dataset for approximately of 94 images 

with proper labelling into PCOD and NON PCOD Category: 

 

 
 
Below is the entire workflow diagram of this research project: 

 
 
As stated in research topic we are first covering GAN implementation: 



 
Section 1: 
GAN Model: 
 
Importing the essential libraries to setup the environment 
 

 
 

 
 
The above function is to load original images and going through each image and loading 

them in memory in array then reading each image from location after that resizing image 
and finally clipping images in range from [-1,1] 
 
As GAN model consist of two components i.e generator and discriminator. 
 
Generator Function : 

It’s basically a sequential classification model where we are performing down sampling 
with Conv2D as its convolutional neural network model.Its more like image to array then 
flatting the array and implement dense neural network with sigmoid activation function. 
Here we are using adam optimizer using binary_crossentropy loss function . 
 



     

 
 
Below functions generating random images with random points and also generate real 
labels for class in output proceeding with generating latent points and reshaping to help 
the generator 
 

 
 
 
 
 

 
 
 
 

 
 



 

Generator : This function generator the images where as discriminator distinguish 
between real and fake images.This function focus on image to array using 
Conv2D.Transposechannel which means the operation where kernel already learnt the 

Conv2D. This function is like upsampling means array to image route we can how 
upsampling done for 16X16, 32X32, 64X64 snd 128X128 as LeakyRelu activation function 
in discriminator based on tanh here we have same rule 
 
 

 
 
 

 
Then we will merge both generator and discirminator keeping discriminator model false as 
a result it will get biased output hence discirmator will not be trained only Generator will 
be trained and complie with binary_crossentropy. 
 

 

 
 
 

 
 

 



 

 
Evaluation model is very important steps here this model will give summarized information 
of discriminator and saving generated images as fake. 

 
 
 

 
Training the model 

 

 



 
 

Here we are loading both model and defining GAN model using function generate_gan(), 
200 epoch executed as seen loss for discriminator constantly coming 0 we have stopped 
the model. 

 

 
 
 
 

 
 
 
 
 

 

 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 

 



 

 
 
 

 

Section 2 Pre-Trained Models Implementation: 

Importing libraries and ran each model for epoch 50 initially then also with 25 to 

compare the results. 

Data augmentation is done by ImageGenerator() which split the data and push it 

into model. 

 
 

 

 
 
 
 
 
 



 
Taking this model as protype rest all pretrained model will have same logic. 
Resnet here is taking the weights of imagenet database and setting trainable status to 
false and including dense layer with batch size f 4 and activation used here is softmax. 
 
 
 

 

 



 

 

 
 
 
 



 
 
Above we have implemented model stacking where output of each model will be taken as 
in to logistic regression and prediction will be made. 

Coparing all plots in terms of accuracy and presenting the results, like wise same 
implemnted for Loss, Precicio 
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