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1 Hardware/Software Requirements

The configuration manual outlines the procedures that must be followed when executing
the scripts used in the research study. This documentation will assist you in successfully
running the code. This documentation also contains details on the hardware configuration
of the system on which the code was run. The system’s minimal necessary configuration
is also given.

2 System Specification

2.1 Hardware Requirements:

The following are the hardware specifications for the system on which the research project
is implemented.

Processor: Intel(R) Core(TM) i5-1035G1 CPU @ 1.00GHz 1.19 GH

RAM: 8GB

Storage: 256 SSD + 1TB HDD
Operating System: Windows 10 Home, 64-bit operating system.

2.2 Software Requirements:

This research project used following programming tools:

e Google Colaboratory (Cloud based Jupyter Notebook Environment provided by
Google)

e Python Version 3

e Overleaf

3 Environment Setup

This section will help to understand the Google Colab environment. Below screenshot is
included to help and guide to replicate the research.
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Figure 1: Google Colab

4 Data Source

This research project utilized the X-ray Images dataset(Kermany et al. (2018)) obtained

from mendeley data where datas is publicly available to use as it is open source.

Mendeley Data

FAQ

Create account

You are viewing a previous version of this dataset

Labeled Optical Coherence Tomography
(OCT) and Chest X-Ray Images for
Classification

Published: 6 January 2018 | Version 2 | DOI: 10.17632/rschjbr9sj.2

Contributors: Daniel Kermany, Kang Zhang, Michael Goldbaum

Description

Dataset of validated OCT and Chest X-Ray images described and analyzed in "Deep learning-based
classification and referral of treatable human diseases". The OCT Images are split into a training set
and a testing set of independent patients. OCT Images are labeled as (disease)-(randomized patient

ID)-(image number by this patient) and split into 4 directories: CNV, DME, DRUSEN, and NORMAL.

[ Download All 6704 MB ‘

Figure 2: Dataset
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Data was downloaded and uploaded on the google drive in a zip format. Further, the
data was unzipped on Google drive and accessed there to prevent the re-uploading of

data every time the code is run.

5 Implementation

The following libraries are used to build and perform this research.

Tensorflow

Keras

Numpy

Pandas
Keras-preprocessing

Ok o



6. Kerastuner
7. Efficient Net
8. VGG

9. Sklearn

5.1 Data Preprocessing:

As part of data preprocessing, data augmentation was performed to carry out the zoom-
ing, flipping and rotating for the training dataset to balance out the data. Below figure
3 shows the function for the data augmentation.

Data Augmentation

[ 1 train_augmentation = image.ImageDataGenerator(
rescale=1./255,
rotation_range=38,
width_shift_range=e.1,
height_shift_range=0.1,
zoom_range=e.2,
horizontal_flip=

[ ] test_augmentation = image.ImageDataGenerator(rescale=1./255)

[ 1 val_augmentation = image.ImageDataGenerator(rescale=1./255)

Figure 3: Data Augmentation

Once preprocessing was done, below function was used to examine the images.

i=e
for batch in train_generator:
plt.figure(figsize=(12,8))
for j in range(8):
plt.subplot(2,4,j+1)
imgplot = plt.imshow(image.array_to_img(batch[@][j]),cmap = ‘gray')
plt.title(batch[1][]j])

i+=1
if i I=e:

break

plt.show()

Figure 4: Preprocessed Images



5.2 Models:
5.2.1 VGG:

Below figure 5 shows the developing utilization of pre trained weights for VGG and further
added more layers to it for the fine tuning. Once the model was run, more fine tuning
was done to enhance the performance of the model.

from keras.applications.vggl6 import VGG1l6
image_size = 256

vgg_model = VGGl6(input_shape= (image_size, image_size,b3),
weights="imagenet',
include_top= )

vgg_model.trainable =

transfer_model_vgg = Sequential()
transfer_model_vgg.add(vgg_model)
transfer_model_vgg.add(Flatten())
transfer_model_vgg.add(Dense(512,activation="relu'))
transfer_model_vgg.add(Dense(128,activation="relu’))
transfer_model_vgg.add(Dense(l,activation="sigmoid"))

transfer_model_vgg.summary()

Figure 5: VGG Net

5.2.2 Efficient Net:

Below figure 6 shows the developing utilization of Efficient Net with pre-trained wieghts
of Imagenet and making some fine tuning changes with the model to increase the per-
formance.

5.2.3 CNN- Kerastuner:

Below figures 7, 8 & 9 shoes the formation of CNN model and making of model search
function and further to search the best parameters for the model using tuner search
method.

Now, once all the models were ready, evaluation of the model was performed to get
the best model among them using different metrices.

6 Other Software:

The documentation of the research was carried out using the Overleaf. Below figure 10
depicts how the overleaf was used for the project.
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Figure 6: Efficient Net

equential ([
Input{shape=(128,128,3)),
Conv2D(32,3,activation="relu'),
MaxPool2D(pool_ size=2),
Conv2D(32,3,activation="relu"),

MaxPool2D{pool_size=3),
Flatten(),

Dense (100, activation="relu’
Dense(1l,activation="s

Figure 7: CNN model



~t kerastuner

model_builder(hp):
model = ker Sequential()
model . add (keras.layers.Flatten(input_shape=(128, 128,3)))

hp_units = hp.Int{ 'units", min_wvalue=32, max_value=512, step=32)
model . add(keras.layers.Dense{units=hp_units, activation="relu')})
model . add (keras.layers.Dense(18))

hp_learning rate = hp.Choice( ' le > values=[©.01, ©.881, €.0001])

model . compile(optimizer=keras.optimizers.Adam(learning_rate=hp_learning_rate),
los - “ategoricalCrossentropy(from_logit
metrics=[ "z a

rn model
[ 1 tuner = kerastuner.Hyperband(model builder

objective=
max_epochs=18,

Figure 8: Function for the model search using kerastuner

[ 1 tuner.search(train_generator,validation_data=valid_generator, epochs=58,batch_size=32, callbacks=[stop_early])

best_hps=tuner.get best hyperparameters(num trials=1)[@]

nan

print(

{best_hps.get("
nny

Trial 3@ Complete [@Bh 16m 48s]
val_accuracy: 8.875

Best val_accuracy So Far: 0.9375
Total elapsed time: 82h 13m @9s
INFO:tensorflow:Oracle triggered exit

The hyperparameter search is complete. The optimal number of wnits in the first densely-connected
layer is 256 and the optimal learning rate for the optimizer
is 0.01.

model = tuner.hypermodel.build(best _hps)
history = model.fit(train_generator,validation_data=valid_generator, epochs=3@,batch_size=32)

val_acc_per_epoch = history.history[ ‘val y']

best_epoch = val_acc_per_epoch.index(max(val_acc_per_epoch)) + 1
print(’ epoch: %d' % (best_epoch,))

Figure 9: Getting the hyper paramters for the model with tuner search functions
kerastuner
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19 ~ \subsection{Data Selection and Description: } The goal
of this research is to categorize images that have
been impacted by pneumonia. For this research, x-ray
images dataset\footnote{https://data.mendeley.com/data

/r jbrosj/2} was chosen which cBHE%EéE“of Ssggﬂ

t“ Q\I%éges provided by the authors. The

dataset has been made publicly available for the

research purposes. The dataset is divided into two
classes: pneumonia and normal, and it is further
divided into three stages: training, validation, and
testing to carry out the research.

\figurename~\ref{fig:2} shows some X-ray image samples

from dataset.

20

21~ \begin{figure}[b;g]

22 ~ \begin{center}

23 \includegraphics[width = 1.0\textwidth]{X-rays.PNG}
24 N\caption{X-ray Images}

25 \label{fig:2}

>& \endfcantarl
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3 Methodology

Implementing the recommended strategy for the rescarch requires a well-plann
odology. In this scction, various has been followed for the research as desc
summarized in below Figure 1.

[
,_,:;:}_. pons
=
- o

Kentiy the model with best
performance

=]

Figure 1: Block Diagram of proposcd rescarch

Figure 10: Overleaf Environment

Kermany, D., Zhang, K. and Goldbaum, M. (2018). Labeled optical coherence tomo-
graphy (oct) and chest x-ray images for classification, mendeley .
URL: https://data.mendeley.com/datasets/rscbjbr9sj/2
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