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Configuration Manual

Sharath Kasaraghatta Thimmaraya Gowda
x20117507

1 Introduction

The Configuration manual is a guidance report which gives details of the step by step
guide for project with respect to development, installation, implementation and deploy-
ment of the project ‘Machine Learning Applications in Predicting Breast Cancer Survival
Using Gene Information’ presented in technical report.The purpose of this report is to
support and guide through each stage in order to achieve the desired output and results,
which are provided in the technical report. The complete project is built with a variety
of technologies, libraries, hardware, and software combinations.

1.1 Project Overview

The project has two aspects with it, one predict breast cancer at early stage and second
predict the survivability of breast cancer patients with gene information. There are several
experiments conducted respect to these two health datasets,but the methods mainly made
use in the project are Multiple instance learning and Tensorflow boosted tree estimators
respectively for their health datasets. Both the algorithms yielded good results.

2 Pre-requisites

The following are the prerequisites: The software and hardware configurations are presen-
ted below. To train the model for such a large image datasets, the GPU (Graphics
Processing Unit) is required.

2.1 Hardware Requirements

• Processor Required: Intel(R) Core(TM) i5-7300HQ CPU @ 2.50GHz 2.50GHz

• RAM: 8GB

• System Type: 64 bit Operating Systems

• ROM: 1TB HDD

• Operating System: Windows 10
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2.2 Software Requirements

1. Web Browser: The Google Chrome web browser version 87.0.4280.88 was used to
complete this project. Earlier versions of Google Chrome, on the other hand, do
support colab notebook.

2. Google Colaboratory (colab) IDE: This project is built with Google Colaboratory
(colab) IDE, a free cloud service that comes with numerous Artificial Intelligence
(AI) libraries and a powerful GPU.

3. Google Colaboratory (colab) IDE: This project is built with Google Colaboratory
(colab) IDE, a free cloud service that comes with numerous Artificial Intelligence
(AI) libraries and a powerful GPU.

4. Python Libraries

Figure 1: Python Libraries for Dataset 1(Breast Cancer Prediction using
Histopathological Images)
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Figure 2: Libraries for Dataset 2(Breast Cancer Survival Prediction using Gene
Information)

3 Data Collection

The Datasets for this project is collected from Kaggle. Kaggle API is used to download
the files into colab. Steps for collecting the data are below:

• First the key from Kaggle is copied and stored in google drive Figure 3

Figure 3: Kaggle API

• The Google Drive is then mounted onto Google Colab Figure 4

The dataset used for Breast Cancer prediction using Histopathological images is
collected by Janowczyk and Madabhushi (2016) and the dataset to predict Breast
Cancer Survivability is collected by Pereira et al. (2016).
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Figure 4: Mounting Google Drive onto Google Colab

• Request the Kaggle dataset required for project into the Google Colab virtual
folders, then download and unzip the folder for further programming Figure 5

Figure 5: Downloading dataset from Kaggle
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4 Data Preprocessing

Figure6,7 shows the pre-preprossing steps involved in dataset 1.

Figure 6: Handling Class Imbalance using Random UnderSampler and OverSampler

Figure 7: Seprating data into IDC+ and IDC-
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Figure 8: Principal Component Analysis

5 Model Implementation

This study revolves around treatment detection and treatment of Breast Cancer. This
involves two primary problems:

• Detect presence of cancer, based on images of scans

• Predict the survivability of a patient diagnosed with cancer, based on various clinical
and genetic information of the patient

Multiple classifiers are proposed for answering these two questions, out which Atten-
tion based Multiple Instance learning, Tensorflow boosted tree estimator,Convolutional
Nueral Networks, Support vector Classifier, Multilayer perceptron are used in the project.
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Attention based Multiple Instance Learning
Attention based Multiple instance Learning is used for predicting breast cancer using

histopathological images.

Figure 9: Building Attention model
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Figure 10: Convolutional Nueral models

Convolutional Nueral Network
Convoultional Nueral Network is used for predicting Breast Cancer using Histopath-

ological Images.

Support Vector Classifier, Multilayer Perceptron and K-Nearest Neigh-
bours

These models are used to predict the survivability of breast cancer.

Figure 11: SVC,MLP and KNN models
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Tensorflow Boosted tree Estimators
Tesorflow boosted tree Estimators is used to predict survivability of Breast Cancer.

Figure 12: Tensorflow Boosted tree Estimators
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