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E-commerce Product Similarity Match Detection
using Product Text and Images

Hari Krishnan Kannan
x19225547

Abstract

The online merchants and users supply rich data everyday on e-commerce web-
sites, this only gets bigger in this era of data growth allowing more scope for re-
search advancements in the area of product similarity match detection. The text
descriptions of two similar products in the e-commerce websites may be slightly dif-
ferent, but their pictures could be largely varied. The use of either only text-based
comparisons or image comparison methods had been the trend for all e-commerce
platforms in the market but the technology growth explore ways for combining
both image and title descriptions together. This research project uses deep learn-
ing methods to detect the list of e-commerce identical products using product title
and images. Residual Network called ResNet with deep layers and siamese twin is
used as an approach for modelling the images, TF-IDF vectorizer is used for text
modelling. Experimented through image augmentation, embedding and text pro-
cessing to identify the identical products and a combination of TF-IDF 4+ ResNet-18
is used as a base model for this research. Cross validation score is used to calculate
the model accuracy and computational time is captured for model performance.
The outcome of this research work will evaluate the implementation results and a
comparison study is carried out using the real-world data from one of the leading
e-commerce providers.

Keywords- e-commerce, ResNet, Siamese, TF-IDF, match detection

1 Introduction

I am one of the online shoppers who searches internet merchants for the best bargains on
specific e-commerce products, are you too? The leading E-commerce companies around
the world employ a range of strategic models for product matching to find similar products
and promise customers that they will be offered with price match guarantee, special offers
at market competitive prices, with improved user experiences and product recommenda-
tions on the go. A novel approach of product match detection using both product text
and images leads the way of effort in this research paper. The background, motivation,
research topic and question, literature justification for this research project, and the ob-
jectives and deliverables involved in project implementation and evaluation are all briefly
discussed.



1.1 Background

Savvy online customers do not want to pay that extra when a better deal on the same
product is up for grab. Various e-commerce giants from regions to regions worldwide
utilize the E-commerce product similarity match. Some e-commerce platforms offer used
items, and in business scenarios in which sellers always update custom information, this
updated information may be incorrect from seller to seller even if human errors occur. For
product classification, markets, and pattern descriptions, it is necessary to have a more
precise product match. With this knowledge, e-commerce companies may take proactive
action to deliver consumer commitments of great quality. The high-level characteristics
for comparison are generally attributes containing picture, text, audio, and video format.
In the description of product details, text and photos are the typical format used. Product
comparisons are carried out with the title of the product, product characteristics like color,
structure, type, and photos of a product. Leading global e-commerce companies devote
substantial time and investment to make further innovate in these areas using accessible
data on their platform.

1.2 Motivation

Increasing numbers of buyers only choose to buy new or used items if a better price is
offered, given the downturn in economic owing to declared pandemic. It’s not buyers time
right now; you cannot buy engagement you have to build engagement. For e-commerce
shoppers like one and all, the need to look out for a similar product that offers the best
price and quality is the need of the hour. The amount of website hits for e-commerce
giants like amazon, Shopee etc. is rising enormously due to available resources like simple
Internet connection and user’s ample time owing to lockdown. Referring to the examples
of business scenarios, the number of people seeking a product online will quickly increase
but converting the leads into sale is only when selling such items are at the best bargain
for the same. I personally remember missing out some of the best deals on e-commerce
sports goods which offered almost the same thing at a higher price later in time. Because
the product photographs, product title and its descriptions provided by the sellers were
different though they were similar items, I was only interested just so to understand the
probable reasons that the product from another seller was not included in my search
results. I missed a potential greatest bargain as a customer, to my dismay, which was
still quite close to me. The necessity to look closer at the parallels of e-commerce items
and algorithms and models used to detect the similarity motivated this research work.
Any additional research Moraes et al. (2020)) progress in this field covers the customer
and business issue statement quickly. In comparison with the organizational advantages,
customer focus benefits are more important. My own experience like yours is a proof of
statement to the problems when the results of the product match do not show similar
goods in vicinity.

1.3 What is Product similarity match in e-commerce?

Customers frequently compare items to similar comparable products while purchasing
an item online or even if the purchase is not entirely online like at the outlet shops.
Only when there are fewer direct comparison factors can comparisons between items be
done easily, but in an era of huge data, comprehensive information is supplied for every
product offered online. Many sellers on the retail and commercial line of business can



offer the same items online, therefore the rich information supplied by these sellers in
terms of [Fuchs et al| (2020) product title, Li et al. (2020)) characteristics, and Rajest
et al.[ (2021) pictures may change. A strategy for Product similarity matching is required
by e-commerce platformers to comprehend the item similarities that are being offered
on their own online platform or on any third-party platforms. E-commerce firms may
utilize this measure to drive consumer behavior, enhance product discoverability, boost
sales, create a recommendation framework, and improve shopping experience, among
other things, by finding related items.

1.4 Research Question

How well can neural networks using deep layers and siamese twins along with TF-IDF
vectorizer determine the similar products on shopee website E] dataset containing identical
e-commerce products with subtle varying title descriptions but broadly different images?

1.5 Academic Justification

While many ecommerce giants are currently using product similarity match detection
algorithms, the space is still void for a more accurate and robust method which is why this
is still a profound research topic for ecommerce companies and academics. Text or picture-
based solutions are now accessible in the ecommerce industry; a mix of machine and deep
learning data specific approaches evaluates similarity by analyzing text and image data
independently. One of the most recent possibilities for use cases in this business Moraes
et al.| (2020), is integrating text and image together for product comparison; similarity
may be successfully detected by combining these information parameters. It’s been used
in latest research studies to find identical items; two products with distinct product
titles or pictures can still represent the same products if not different completely. On
a wider scale, finding near identical items is a common difficulty for so called online
companies; in this case, the issue is that merchants submit their own version of product
pictures, titles, and product attributes, posing problems to online users. The peculiarity
of our work is that instead of utilizing state-of-the-art approaches, we use the strategy
of product titles and photos combined to discover comparable goods that have been
frequently uploaded. In addition, the dataset comprises a wide range of e-commerce items
with varying text descriptions, pictures of identical products that are vastly different, but
only minor difference between related products. Allowing the investment in development
of stronger consumer recommendation systems in the future, more advancement can be
seen in predicting accurate or identical e-commerce product listings.

1.6 Objectives and Deliverables

The research major output is to present research artefacts on the progress made in the
field of analysis to identify the identical e-commerce products in the listings. The detailed
back ground, motivation, research scope and academic value is explained in section

The related work on the past literature study relevant to our research is discussed in
section [2] and sectionf| briefly discuss the methodology and design where as the section
covers the details on the implementation and section [7| at the last concludes the research
work. The list of research object is put below in bullet in points

!Dataset: http://shopee.com
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e Number 1 - Identify and Declare the Research Scope

e Number 2 - Literature review of the relevant work on product similarity detection
e Number 3 - Relevant Data Selection for detecting similar products

e Number 4 - Pre-processing and feature extraction to classify the identical products
e Number 5 - Model Implementation methods for product similarity match detection
e Number 5.1 - TF-IDF Vectorizer Model Implementation and Results Evaluation

e Number 5.2 - ResNet-18 Model Implementation and Results Evaluation

e Number 5.3 - ResNet-50 Model Implementation and Results Evaluation

e Number 5.4 - Siamese ResNet-50 Model Implementation and Results Evaluation

e Number 5.5 - TF-IDF + ResNet-18 Model Implementation and Results Evaluation

e Number 6 - Model Comparison and Discussion

2 Related Work Review

In this study by |Moraes et al.| (2020),supplied a customer-specific e-commerce system with
images, textual descriptions, and attributes needed for comparison and feedback, as well
as customer-specific questions and answers When this case study is broadened to include
a crowd-sourced example, it is revealed that customer-generated characteristics receive
more weight than catalogue-generated features. This audience study also demonstrates
that low correlation product quality attributes are ineffective for prediction, and that only
high correlation qualities should be considered for machine learning applications. Specific
product features and reviews may be evaluated for product similarity detection utilizing
machine learning models with this demonstration of user provided attributes content
significance. This research proposal is fueled by a strong desire to continue looking at
relevant case studies and experiments in this direction, as well as domain applications.
The important modification towards this is to use product description characteristics as
input in discovering product match similarity in addition to the traditional technique of
having product title and image.

2.1 Ciritical Review of Text Attributes Based Models

Detecting similarities between the online items in the listings on a platform like eBay
is often a backend operation that uses the L2(Q) (Listing2Query) technique to determine
the similarities based on the text semantics of the listed product names. In E-commerce
any approach [Fuchs et al| (2020) with Intent-Driven Similarity is a paper that employs
a bidirectional RNN (recurrent neural network) to tokenize the significance weights in
the Listing2Query method training. This approach shows a substantial improvement in
similarity findings in a straightforward manner that even outperforms the most popular
BERT method. This approach may be used to any type of search platform that involves
text content, not only big online markets.



Information retrieval via item search on any e-commerce website is regarded more
difficult than standard website and news portal search boxes. In a comparison research
Sarvi et al| (2020)) utilizing the match strategy idea for item search, it was discovered
that, in terms of accurate and efficient model, ARC-I is the best model for real business
applications over MV-LSTM and DRMMTKS techniques for short text matching. In
addition, the performance of the text BERT technique is demonstrated to be poor, and
the impact of search query characteristics such as complexity and length on selecting the
best performing methods is examined.

In the online merchant sector, recommendation systems have remarkable success
throughout realtime consumer interactions. The study was based on Bag of Words
and Term Frequency-Inversed Document Frequency, which were obtained from Amazon
product marketing API once data cleansing and text analytics has been conducted. Text-
based item similarity by text vectorization approach is helpful for creating a data sup-
portive product search function and user-like item recommendation, as the applications
are heavily integrated with the textual description, which can be used with different
e-commerce applications. Shrivastava and Sisodial (2019)

As more of the businesses put their operations online, the associated product de-
tails expands the range of volumes, introduces UPM, a clustering uncontrolled machine-
learning method |Akritidis et al. (2020) which matches comparable goods, regardless of
external inputs. In the same way, headline comparison is avoided, but rather possible
combinations of titles, words and scores are generated on the basis of the frequency of
each length after three phases; in the first step, words are extracted out of the labels, and
in the second level, they are the most suitable string of words. The post-pre-treatment
check occurs at the third step, and the similarities are refined by the original clusters.
UPM (Unsupervised Product Matcher) is the quickest way and has obtained a signific-
antly greater concordance with exceptional instances.

To create a product similarity system Huang et al.| (2019)), and examine the function
of the consumer influence prediction model in using the features of the sample file [}
This study investigates the similarity by means of product evaluations and descriptions
utilizing semantics and finds a detrimental impact on demand. The more resemblance
between the text as well as the customer reviews are detected, the greater the need for the
goods and suitably is made available. The major assumption out of this study is that the
characteristics of product descriptions and product evaluations have concluded that the
resemblance between the goods is essential. The fundamental request for identification
of the field of discussion through using data from marketing material was demonstrated
by this experimental investigation on actual world data.

There is a significant chance of offering the same items on several websites by the
retailers with the increased number of online stores. The path models in internet is
becoming a growing need for merchants and customers. |Li et al.|(2020), In this study the
items on different on line marketplaces were compared using two criteria such as product
description and product characteristics. This experiment has been done on two distinct
various websites using data including hundreds of e-commerce goods. The product Title
Match Model (TMM), and Attribute Match Model (AMM), is distributed over a multi-
layer perception, a neural network match model is constructed. The approach proposed
gives an output that considerably outperforms state-of-the-art matching models.

2Reference URL : http://taobao.com
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2.2 Image Based Models for Identical Product Detection

Several e-commerce businesses suffer product Recommendation restrictions since they
presently discover comparable goods with text-based methods. The suggestion for search-
ing for similarities is developing the followers among e - commerce giants, in order to
provide the client an improved viewing experience of search. K-means clustering is util-
ized in this published paper to identify clusters after the principal components analysis is
applied to decrease dimensionality using a singular value decomposition approach. This
results are utilized to compare five additional non-controlled machine learning algorithms
such as K-medoid, Birch, Agglomerative, Minibatch, and Gaussian mixture model. In
this research paper by |Addagarla and Amalanathan| (2020) the results of the study were
utilized as a comparative comparison for five different uncontrolled approaches of machine
learning, for example K-medoid, Birch, Agglomerate, Minibatch and Gaussian, made us-
ing 40 km of fashion models. The comparison analysis demonstrated an outstanding
quality in grouping the identical models by the suggested K-means PCA-SVD approach
method.

Trappey et al.| (2020) Their research study involves the use of orthographic, visual and
phonetic characteristics to establish trademark similarities. The classifier is constructed
to check human language sentence structure similarity through orthodoxy, phonetic and
picture similiarity analysis, using machine learning methodologies such as the Siamese
neural network and the Convolutional neural network (CNN), with the help of a Machine
Learning Technology, such as vector space algorithm. This solution is designed and
evaluated with picture pairings of 270 thousand. It also offers digital content checking
functionality to automatically detect potential infringements of images and text.

The possibility that all accessible e-commerce vendors will miss a fantastic bargain
due to the price a seller sells for one particular product is very high. Here [Zuo et al.
(2020) two sorts of difficulties, almost same, colour, design, type, style and comparable
items promoted by different vendors replacing things that are of common appeal to buyers.
Second, recognizing similarities between millions and millions of goods that are accessible
creates problems for the processing of large-scale data. The article on the Amazon data
offered a customizable approach using PSS (Product similarity service) in which the
deeper neural networking methods and distributed computing technologies were used to
solve the obstacles. As a result, a very comparable product is produced with efficiency
and scalability both in classification and in verification activities.

2.3 ResNet

Two separate data sets were employed throughout this study to determine the ResNet
model’s performance. The first is photos regarding healthcare information and the latter
is a malicious and benign data. We conducted cancer prediction tests with the first dataset
and on the second method to detect malware. ResNet, ResNet18, ResNet50, ResNet101,
and ResNet152 models, which are Microsoft-owned, have been researched and evaluated.
In order to approximate any incessant capability, the system of neural network models was
demonstrated to be feasible in a few spaces spanning late deep neural systems (DNNs),
from PC vision, speech recognition to word processing. The objective of this article is
to forecast cancer illness using neural networking and to identify malware with the same
ResNet model. On two separate datasets were tested for ResNet’s performance. [Khan
et al.| (2018)

Classification of cloths is a major research topic utilized by websites for e-commerce in



order to present good items to end consumers. Indian garments are widely categorized in
both male and female’s apparel. Traditional Asian clothing like "Kurta’ and "Saree,” like
shirts and denim, are worn significantly different from western attire. In addition, ethnic
clothing styles and designs are extremely distinct from western costumes. Thus, ethnic
clothes fail the models that are trained with regular ethnic data. The biggest ethnic data
collection with over 0.1 million pictures in 15 distinct categories to classify ethnic clothing
in fine grains using ResNet structure with 18,50 and 101 layers deep. Image Augmentation
such as Jitter and Flip is used to improve the model prediction and performance. Model
accuracy reaches 88.43 percent and to promote research into many algorithms, such as
the categorization of garments and landmarks, particularly for ethnic outfits. [Rajput and
Anejal (2021)

2.4 Siamese Network

In the context of e-commerce businesses, recommendations systems play an essential part
in helping customers discover what they want at the appropriate time as they optimize the
user experience. This article focuses on the identification of the complimentary connection
between the items using just the product names with 85 percent accuracy. The study
propose to discover complementary products using Siamese Networks, a content-based
approach of recommendation (SNN). We use the two versions Siamese CNN and Siamese
LSTM to develop and evaluate. In addition, the SNN method is being extended to handle
millions of items in only a couple of seconds and training time complexity is reduced by
half. |[Angelovska et al.| (2021))

Deep neural network is proposed for understanding the integration of pictures in this
paper for the evolution of the notion of ocular affinity. We demonstrate the profound
structure of Siamese that teaches how to integrate items appropriately into the categor-
ization of visual similarities while training in beneficial and harmful combinations of
photos. We often create a new loss measurement method depending on the requirements
of the situation. The integrated descriptions of embedding at low and high levels was its
ultimate picture embedding. The fraction distance matrix was also utilized to determine
the distance between investigated embeddings with in n-dimensional space. Comparison
of our design is done with a lot of different contemporary architectures and demonstrate
that the image recovery is superior in this method typically showing how our sugges-
ted networks are strengthened by learning how to integrate them in an optimum way as
compared to standard deep CNNs. Rajest et al. (2021)

2.5 Other Related Work

Considering our data collection is made up of text and pictures,by [Sezavar et al.| (2019), it
is possible to identify similitudes between word and based on image matches. However, it
is not important to look at the knowledge image recovery technique. The breadth of the
search for close identical photos from the descriptions might be achievable with a descrip-
tion of the product and its relevant images. CNN and a scarce representation are utilized
to extract the deep features of goods from the most recently published research article
on knowledge picture recovery. Compared to state-of-the-art techniques, the suggested
method employing the CNN led to good speed and exactness trials.

For embedding pictures, the deep CNN neural technique Rajest et al.| (2021) is re-
commended. Siamese twin architecture is used to train and to illustrate how the images



closeness is right. To assess the design according to the description of issue, a system of
loss computation is utilized. The spacing between images datatypes is calculated by a
fraction of a distance. Current outcomes with Amazon’s 16 thousand fashion goods have
been beneficial for performance and visual improvement. Comparative research reveals
that a deep convolutional network has importance over other traditional image embedded
approaches.

Tsagkias et al. (2021), presented the newest scope for exploration prospects in the
field of e-commerce. This article has recognized the problems and emphasized the areas
in which the researchers may further immerse themselves in order to maximize customer
experience in the field of e-commerce. This document leverages Amazon | and eBayf]
references to address consumer involvement and activity, identifies the resemblance of
the product, and converts the results into sales. Improving the discovery of the products
for consumers is essential to our research drive in a number of fields.

When listed on the web platform, e-commerce vendors usually pick a product category.
Because of the diverse range of product categories and low degree of organized hierarchy
refinement, it is quite likely that sellers would mistake. |[Hasson et al.| (2021)) This affects
the items sold to consumers and the listings shown to the buyers in the case of the selling
the product. Submitted suggestion group system to handle this problem in various e-
commerce business scenarios. A convolution sequence-to-sequence technique is utilized
to recognize the respective category and to evaluate its performance using new measures
that demonstrate both efficiency and effectiveness in actual world data.

In the goods they are interested to acquire, customers typically search for attractive
bargains. |Niu et al.| (2017) Many vendors might offer a product on the same e-commerce
platform, which means the search results must include the listing of all items. They
E-commerce search behavior predictive analytics for conversion. The client behavior in
e-commerce was investigated in order to establish search parameters and buy predic-
tions using Walmart data. Random forest is the method for predictive analysis and the
outcomes of this prediction indicate a greater rates of accuracy. Different measurement
methods and publications were suggested to evaluate consumer behavior in web search
scenarios.

With critical review of all the related work in the past, the best feasible approach
of the research project about it’s implementation is detailed accordingly. The state-of-
the-art algorithms used in this domain for product similarity match detection uses the
product descriptions and images together are reviewed, the selected models expected to
provide best performance. Advanced version of CNN algorithms with introduction of deep
layers upto 50 and siamese architecture enhances the model, the model implementation
is carried out by TF-IDF vectorizer + ResNet-18 to derive the results that is expected
to outperform the existing methods.

3 Research Methodology

The details related to specific methodology used for this research project will be addressed
in this below section briefly relating to the steps followed under the design specification
and implementation sections. Through supporting papers and justified reasons about
existing works in this research area, analysis is clearly carried out to explain why certain

3Business use case: http://amzzon.com
4Business use case: http://ebay.com
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models, methods and process are chosen over others. Two main research methodologies
namely KDD and CRISP-DM were considered to approach kick start this research work,
In the event of relating to data mining research and achieving better results, this approach
Fayyad et al. (1996)) is utilized. The below following figure [1| shows the different stages
involved in a graphical representation of the research methodology used

Project X J

Understanding

Deployment

{©} @ DataPreparation

W

Modelling

Figure 1: Research Methodology

3.1 Understanding the Project and Application domain

The first phase involved is to better understand the research area, topic, and research
question under scope. In the consideration, e-commerce product similarity match detec-
tion has advantages for better guaranteed product price match, similar products from
search listings and so on. The need to gather domain knowledge is important to detail
the business use case where this research will have an impact. Various data models based
on CNN is used as base to target the completion of this project.

3.2 Understanding the Data

The significant stage of the research work is to address the data requirements, the at-
tribute of the dataset is thoroughly drill down in understanding the nature and behavior
of the data. The data is searched around the available public websites and finally was
sourced from Kaggle. From here on, this data was completely understood in terms of
its size, attributes so that the next set of research steps such as preparing the data and
choosing the required models can be addressed.



3.3 Data Pre-Processing and Transformation

To achieve effective results, the most important phase of the methodology is Data Pre-
paration. Before applying any models, it is rather necessary to pre-process the data
and techniques such as data embedding, image resizing, and normalization were used to
ensure data consistency is met. Also, attempts were taken to visualize the data using
certain libraries from python and transform the data as required.

3.4 Data Modelling

With the kind of data used, a various set of models are selected. The data is first split
into train and test sets according to the dataset size and fed into the selected models for
classification. The below following is the list of CNN based models that are implemented
to predict the similarity match in e-commerce products as reference to the identified
research question.

3.4.1 TF-IDF Vectorizer

TF-IDF is called as Term Frequency Inverse Document Frequency, the vector based model
is a statistic model used to express the importance of retrieving information, aiming to
extract the importance of a particular word in a document which itself is part of collection
of documents called corpus.This is done by understanding the number of times a word
that appears in the document, in our project the product title is that attribute.

3.4.2 ResNet-18

The Residual Network called ResNet came into existence after the evolution of Con-
volutional Neural Network (CNN). The need for deep neural network showed efficiency
towards better performance. Additional layers up to 18 were introduced for solving com-
plex problems with improved results Targ et al| (2016]). So, ResNet-18 is a CNN based
deep neural data model that is exactly 18 layers deep. The problem of training deep
layers resulted to Residual Network or Reset.

3.4.3 ResNet-50

ResNet-18 is again CNN based neural network that is exactly 50 layers deep. Shen and
Savvides| (2020) The need for more layers is to alleviate the model training issue, the
significance of using ResNet-50 is that it comes along with a version pre-trained network
from ImageNet that contains a set of more than million images. There are many categories
of images of objects such as computer accessories, stationery objects, fashion apparels,
animals and so on that can classify images up to around 1K objects.

3.4.4 Siamese ResNet-50

A Siamese neural network can be defined as a neural architecture containing two identical
neural networks Han et al.| (2019), each taking one of the two input data for comparison.
A function called as contrastive loss is used to compare the similarity score between each
pair of input image data, the last layers of two identical network is fed into this function.
Siamese ResNet-50 is again a CNN based neural network containing 2 identical neural
network each with 50 layers deep.
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3.5 Results and Evaluation

In this stage, the results achieved from the models are evaluated just before final imple-
mentation plan. It is needed to evaluate the model against certain metrics to be confident
in measuring the model performance, CV score is one evaluation metric used here. The
analysis of results is carried out to ultimately target and meet the research goals.

3.6 Research Deployment

The last step involved in the research delivery and methodology is to deploy the imple-
mented models and interpret it to gain knowledgeable insights. Extra care is provided at
this step to monitor if the research study done is meant to be an essential part of day-to-
day life. The identified action varies from different types of systems where implementation
it is performed.

4 Design Specification

An architectural framework E|is developed to enable efficient design in classifying whether
the product is similar to other products or not. The different methods, techniques and
tools are used to design the architecture for a deep learning model which contains present-
ation layer where insights are gathered through visualization of the achieved results and
business logic layer where the data sources, data processing steps and models are car-
ried out before in a two-tier architecture . Below figure [2| is the design specification
architecture implemented for product match detection based on images and text data as
shown.

Client

g® -~ Sl

' +  ResNet-18

: k a | e P 1l *  ResNet-SO

" *  Siamese ResMet-50

I g g pandas +  TFDF

| » » +  TF-IDF+Resnet-18 »

: pG matpl- thib

: @ @@ “ Q 9 Cross Validation score

X [ Data Collection ] I Pre - Processing I Modelling | Evaluation I
Business Logic Layer

=)

Figure 2: Design Approach

5 architecture: https://towardsdatascience.com/retrieving-similar-e-commerce-images-using-deep-learning-6d43ed05f46b
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In this research, significant importance on the design work is given to the business
logic layer. The implementation of this tier of the architecture is explained in detail under
section [p] but the key highlights of it is given in the below table [l Every effort is taken
to keep the implementation of the design in an iterative and experimentation approach
and to conclude with the best derived results.

Table 1: Business Logic Layer

Data Collection Pre-Processing Modelling Evaluation
Shopee DataSet Vectorization TF-IDF Validation Loss
Sourced at Shopee website | Embedding ResNet-18 CV Score

Product Title and Images | Augmentation ResNet-50 Experiments

JPG and CSV format Remove Duplicates | Siamese ResNet | Model Comparison

Enough information about the configuration details related to the hardware and soft-
ware components, specifications to carry out the design implementation are listed in the
configuration manual document submitted along with this research paper.

5 Implementation

The implementation is built in a way to identify which product images and product text
together contain the same e-commerce products. The result of this is achieved through
various implementation challenges and some of which are highlighted below:

e To find the near duplicate products and just not only the images

e The impact of erasing the area surrounding the products, the background area of
the product in particular

e By using the descriptors of the product images or the product title

5.1 Data Collection

The desired framework for Product Similarity Match Detection using Ecommerce Images
and text is implemented and evaluated using the Shopee dataset published by the Shopee
Ecommerce organization. This dataset was made available in Kaggle as competition
publicly during 2020. The data is not directly fetched from kaggle rather a link available
at kaggle is used to fetch the data directly from shopee website. The data set includes
32,400 images and texts of the ecommerce products from various product categories.
The analysis of this data is used to derive output of identical products among them by
relevant training and testing. The main attributes present in the dataset as seen in figure
includes product title, product image and image phash. Label group and Postingld
is also equally important. Phash is a perceptual hash technique that is used to group
the images by generating random number based on hash algorithm. A sample dataset as
how it looks like can be referred to below figure [3] The next primary step involved is to
analyse the data structure of the image and text separately. From here on the data should
be tried to categorise into two sets of classes which can be named as match detected and
no match detected by grouping them.

12



posting_id image mage_phash title label_group

, , Paper Bag
. e Ainput/shopee-product- - e Ao
train_129225211 L 949741937d4c2433  Victoria 249114794
matchingftrain_images/... -
- - Secret
Double Tape
inputichopee-product 3MVHE 12
m -~ AL L= L = = S R A - - . . -
train_3386243561 |"'1':I|i||f' 'lll'—'i|| i!'|'1"|:'L-' af3f8460c2838f0f mmx 4,5m 2937985045
e ORIGIMAL /
Do
Maling TTS
v: mnpocannoa | -nputishopee-product- [ Canned Pork . oocama .
ain_2288590299 Ll b94chb00ed3es 95904891
i matching/train_images/... . e -
. e oJdinput/shopee-product- - . e e
train_2406599165 8514fchbBeafeaB3 4093212188

matchingftrain_images/...

Figure 3: Sample Dataset Description

5.2 Data Preprocessing

Initially, data is loaded into data frame then the text attribute which is the title column
from figure [3| is assigned with suitable weights through vectorization. KeyedVectors
function is used for text to vector conversion. To work with images, the basic image
pre-processing step should be to transform the image into its suitable RGB format. The
better the images are consistent, the comparison is made easier. This calls for equal image
resizing as part of pre-processing step, the image resolutions are evenly poised by convert-
ing the image resolution as 512*512. Using Pytorch libraries the image pre-processing is
carried out in simple steps, the image normalization is an important process as it ensures
that each input pixel parameter has equal data distribution as it makes convergence faster
during model training. This is achieved by transforming the images using torch library
functions pretrained on Imagenet where per channel mean and standard deviation are
calculated, by setting the values of mean = [0.485, 0.456, 0.406] and standard deviation
= [0.229, 0.224, 0.225] .

5.3 Experiments

The title and image of the products are separately experimented through various tech-
niques and then execute the model to find the best performing behaviour. The different
ways to approach the image and text data are as below.

5.3.1 Text Preparation

Although, vectorization is the major deal in text processing the need for other data
preparation steps could prove it’s worth. We’ll have to tweak it a little bit, so the
important insights about the data can be gained afterwards as close to accurate and
possibly enhancing the model performance. The check for any special characters available
and removing punctuation, stop words, white spaces and covert all text to lower case is
done alright as seen in figure ] I prefer not to take off the numbers as the details
about number of product quantities may miss out, these numbers in turn produce high
prediction rate. All these are done through relevant pandas’ library functions
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Figure 4: Different Text Processing

5.3.2 Image Embedding

To try improving the model performing at run time, it is now important to carry out PCA
analysis on the image attributes. The need to reduce the dimension of the input image
data is evident as the resolution is set of 512*512. Using Image embedding technique, the
input images are further converted into low-dimensional vectors that can be more easily
processed by the models. The embeddings created are the abstract representation of the
images, the input of an image for three channels with size as 224*224 is described as |3,
256, 256] , the output delivered is an array of 1k items representing the exact structure
of the input seen in below figure

Original

Image Embedding

256

1Xx 1000

Figure 5: Image Embedding approach

5.3.3 Image Augmentation

Image Augmentation is another aspect that needed consideration, the existing data need
to be altered to see which augmentation technique best suits this kind of data. Rotate,
Crop, Blur, Flip, Invert, Gamma shown in figure [f] are the augmentation techniques
generally used. The factual reason to use these augmentations is that they neither change
the original colour nor the texture rather only display the products in different directions
and angles.Iterations with each augmented data frame is used for selective model trails
to clearly declare the best resulting approach to be further utilised.

¢ Why Image Augmentation is important?

As a trial and error approach, each augmentation is carried out and fed into the
model to understand the the best performing augmentations for this type of problem

14



Image Augmentations

original RGashift Haestauratianvalue

o2 SR &

Figure 6: Image Augmentation Experiment

scope. Among all the image augmentation methods, Resnet-50(C+F) is best, where
(C+F)= Crop and Flip. For example, the class Women Kurta is often confused with
Gowns, Mojari Men with Women since these pair of classes are similar to each other.

5.3.4 Clean Duplicates
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Figure 7: Duplicate Image Example from Shopee Dataset

The overall data have duplicates, there are 1,246 images that have 2 or more appar-
itions from figure [0} The title differs for most of them and the label group is usually
the same, but there are a few cases where it differs as well. The duplicates are analysed
by understanding the deep differences by looking at the picture where the names of the
images are identical. The wordings of the text descriptions can be different though it
refers the same images, similarly the image group ID varies in certain cases even though
the images are identical. A sample of duplicates in seen below figure[7] This only means
the title description is the attribute which indicates the image category it belongs to.
The input in each experiments for different iteration is fed into the models created to test
and train for evaluation.
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5.3.5 Text Feature Extraction

The text attribute related to the input data is only title column, it is experimented to
see if any other features can be extracted from here. The below figure |8 details the the
relevant extractions carried out, the word count feature is extracted based on number
of words in a sentence, the char count is again number of characters in a sentence, The
average length of word in a sentence, the stop words, the counts number of stop words
present in a sentence, number count is exact numerics in a sentence. The feature is then
extracted and the results are experimented based on the best text feature extracted.

Features

words characters avg_word length

W o® ® N W & ] ] 0 m e F-1] L [ L

stopwrds numbers

-
°
s

we 1s 11B0

Figure 8: Features Extracted from Title

e Why Removing Duplicates and Text processing is important?

Duplicate Images?

Image ID

Figure 9: Number of Duplicate Images based on Image 1D
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The above image augmentation performed well when the duplicates in the data were
removed and with epochs made consistent for each iteration for upto 10, the performance
of model increased with respect to computational time. The clearer text processing only
adds up to better implementation with only duplicates being removed.

5.4 Hyperparameters

All the experiments are run on Google Colab and Cloud Platform by using required
infrastructure to support our requirements. We use Cross Validation loss score and better
learning rate to determine the best performing model. The hyperparameter setting for
ResNet is taken from the experiment with best performing test and train accuracy. For
consecutive 10 epochs to 20 epochs, when validation loss remains almost constant and
consistent the parameters are tuned with the hyperparameter values maximum learning
rate = 0.0001, nesterov momentum = 0.5 and weight decay = 0.01 achieving the highest
accuracy.

5.5 Model Results and Evaluation

The model results are extracted on iteration basis through data processing of image and
text separately and running the models. To achieve the desired result and evaluate the
research study, the focus is on the comparison of various deep learning models such as
ResNet-18, ResNet-50, Siamese ResNet-50, TF-IDF + ResNet-18 in order to predict the
product similarity detection and so the hyperparameters passed are made constant for
all models. The learning rate value is 0.001 and the batch size is maintained consistent
at 40.

5.5.1 Iteration 1

With the initial data pre-processing approach, the data is fed into the models in train set
and then validate it with test samples. The performance of the model was against par
on the overall time involved to run the data models, one reason could be due to heavy
image size and the resultant of the model ran was below par based on the evaluation
metrics conducted. The initial iteration of the model run finds way to fine tune the
model further and look out for other data pre-processing methods that could increase the
model accuracy and its performance.

5.5.2 Iteration 2

For better performance, further data preparation for the text and image data are separ-
ately handled through image augmentation and text processing as detailed in section [5]
The result of the data preparation is again fed into the model, significant improvement
in the computational time and model performance was evident during this iteration.

e TF-IDF Vectorizer

Through text vectorization the word to vector conversion is done using fitting to the
model. Since the stop words are already removed as part of text processing, during TF-
IDF vectorizer model parameters are set as true for Binary, None for stop words and
maximum feature are given as 55k.The model is then shaped into an array embeddings,
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torch matrix multiplier function is used to calculate cosine similarties in chunks of 1024*4
each. Cross Validation score is then calculated for predicting similar titles.

Table 2: TF-IDF
Model Metric Value
TF-IDF Vectorizer | CV Score | 0.613

e ResNet-18

ResNet has pretrained version images from Imagenet and the test images can be
classified using this model containing 17 CNN layers and 1 softmax layer is used to
achieve the classification. The CNN layers uses 3*3 filters and the output feature is
same size as containing an average pooling layer 2D used to retain features through
minimum sampling and a fully connected softmax layer is configured at the end. No
further information loss helps prevent the over-fitting issue and the input of which is fed
into the ResNet 18 model to produce the output to classify whether the products are
identical or not.

Table 3: ResNet-18
Model Metric Value
ResNet-18 | CV Score | 0.652

e ResNet-50

Model ResNet-50 contains an advanced version of ResNet architecture that contains
48 CNN layers and 1 average pool layer along with 1 maxpool layer. Also with five stages
each a convolutional block consists of 3 CNN layers and Identity block also consists of
3 CNN layers. By configuring GPU for TensorFlow with memory limit of 1024 in the
configured virtual machine. Again matrix multiplier function is used to create an array
and consine similarities are used to calculate the distance of near identical items using
indexes.

Table 4: ResNet-50
Model Metric Value
ResNet-50 | CV Score | 0.663

e Siamese ResNet-50

The Siamese Network created with test and train loops calculates the triplet loss value
by the use of 3 embeddings. The weights are considered from Imagenet and pooling is set
to average pool where as the activation function used is linear. A distance layer is built
which is responsible to compute distance between anchor embedding and positive and
similarly distance between anchor embedding and negative. The output of the compute
loss network is a tuple that holds the distance determining the identical e-commerce
products.
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Table 5: Siamese ResNet-50
Model Metric Value
Siamese ResNet-50 | CV Score | 0.712

1.2 .
variable

loss
— val_loss

0.8

0.6

value

0.4

0.2

index

Figure 10: Siamese validation loss graph

5.5.3 Iteration 3

The scope of this research work is finally delivered in this iteration, the need to prove the
prediction improvement when the combination of text and image both used together is
under test, there is no further data preparation carried this time as discussed in section
Bl In this rather the exact models used are replicated for text which is TF-IDF vectorizer
and for image, ResNet-18 is used for calculating the cross validation score.

e TF-IDF Vectorizer + ResNetl1l8

Using the image Phash input data, a temporary image hash is created in the dictionary
by doing a group by on the unique values of image phash. A base cross validation score is
calculated on the training data by mean on the fl score which is 0.553 . The positing id
is generated based on the group labels for the image, text and baseline model separately,
this posting id of all is then concatenated using a concatenate function. The CV score is
then computed by finding the match applied on all the three models, trained separately
based on the mean fl score. The unique values that do not have a match are retained
to represent the unmatched products that is retrieved through index value as false, the
location of the products are traced back through the hash values located at the dictionary.

Table 6: TF-IDF Vectorizer + ResNet-18
Model Metric Value
TF-IDF Vectorizer + ResNet-18 | CV Score | 0.734

19



6 Discussion and Model Comparison

The model evaluation and comparison is needed to study the results gathered along the
project implementation. Evaluation metrics is used to evaluate the model classifica-
tion accuracy using cross validation score in finding the similarity match in e-commerce
products. The research done here is mostly performed using the multiclass data. On the
basis of prior research, the several selected models examined for the study proved the
results as anticipated . The research results were pretty satisfactory and considerably
expected the similarities in the e-commerce items. The following is a comparison of the
many models utilized in this study as shown in figure The algorithm with the highest
validation accuracy of 0.75 cross validation score was Siamese ResNet-50. The discussion
about the use of Siamese ResNet-50 which is just a Siamese ResNet upgraded version,
the method was validated against the dataset resulting with high validation score among
all only on image attribute. With decent computational time 52:25 mins as compared to
others but the combination of text and image model has an improved CV score.

Computational Time and CV Score Comparison
Based on Models

8-;2 0.734
072 0.712
0.7
0.68 0.663
0.66 0.652
0.64 0.613
0.62
0.6
0.58
0.56
0.54
01:45:00 00:19:00 00:42:00 01:52:00 00:52:25
Resnet 18 TFIDF Resnet 50 Resnet 18 and ' Siamese Resnet
TFIDF 50

Figure 11: Comparison of Models based on CV Score and computational time

Table 7: Model Comparison with best augmentation type for only image models

The table illustrates the effect of applying different image augmentations. The best per-
forming image only models notated as R=ResNet, (C)= Crop augmentation, (F)=Flip,
and (C+F)=Crop and Flip together, (NA)=No Augmentation applied

# | Model CV score
1 | ResNet-18(NA) 0.652
2 | ResNet-18(C) 0.612
3 | ResNet-18(F) 0.691
4 | ResNet-18(C+F) 0.701
5 | ResNet-50(C+F) 0.712
6 | Siamese ResNet-50(C+F) | 0.722
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7 Conclusion and Future Work

The research paper here discussed the highlights of the neural networks using deep
layers and siamese twins to find the similar products using images and TF-IDF vectorizer
for title description on shopee website E] dataset containing identical e-commerce products
with subtle varying title descriptions but broadly different images. The models and
methods employed have been based on a rigorous examination of several previous research
related to e-commerce product similarity match detection. A detailed comparison
of the results obtained from ResNet-18, ResNet-50, Siamese ResNet-50 and TF-IDF +
ResNet-18 models and its performance is discussed. The model with the highest cross
validation score leads the way towards identifying more accurate deep learning method to
be implemented for similar business use case. Along with the more accurate model, the
computational time metric is used to evaluate the best performing model on time taken.
Although we see a good accuracy towards using Siamese ResNet-50, the computational
time for it is high for 10 epochs and TF-IDF + Resnet18 performs well in finding more
similar items using both text and images and have reasonable computational time as well.

With the use of other relevant data from open sources that are publicly available in
online platforms, the research can be further carried out to predict the similar products in
the e-commerce website. The need for tuning the model with other advanced parameters
and metrics can be taken ahead to derive any further better results. The similar combin-
ation technique can be applied on ResNet-50 and Siamese ResNet-50. Even though we
achieve 0.73 cross validation score, more research towards developing better classification
models can incentivize products similarity identification. The dataset can be improved
by balancing the number of product group images per category. In future, we can plan to
extend the dataset by introducing more categories and large product groups from other
e-commerce data. Also, the list of different augmentation methods can be tried to val-
idate similarly in table [7] which best fits to each business use cases in identical product
detection in e-commerce.
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