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1 Introduction 
 

This configuration manual describes the hardware and software setup and the software 

installation steps for this project.  The steps are used for the project Using Natural Language 

Processing Techniques to Analyze the Impact of Covid-19 on Stock Market.  I covered the 

below sections: data collect, pre-processsing, implementation and evaluation.  

 

 

 

2 Hardware Configuration 
 

 

This project tasks were run under this HP EliteBook 840 G6 laptop. It has 64bit Windows 10 

OS. Please see the detailed specification in Figure 1 

 

 

Figure 1  Computer Specification 

 

 

3 Software Configuration 
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The laptop come with Windows 10 Operation System and Microsoft Office suit installed.  

There are a number of additional software pack are installed as below 

- Python  

- Anaconda 

- Jupyter notebook 

 

 

3.1 Python 
 

Python was installed together with Anaconda with version 3.8.8 as Figure 2 
 

 

Figure 2 Python version 

 
 
 

3.2 Anaconda 

Anaconda is the software downloaded from anaconda.com as Figure 3. it is a distribution of 

the Python and R programming languages for scientific computing 

Download the software from anaconda.com and click the installation file for below Figure 3 

to show 

 

Figure 3 Anaconda download 

After downloaded the Anaconda, I installed the software with Python package as Figure 4, 

Figure 5 and Figure 6. 
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Figure 4 Anaconda installation 

 

 

Figure 5  Anaconda installation with path selection 
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Figure 6 Anaconda Python 3.8 installation 

 

3.3 Jupyter Notebook 

Jupyter is a web-based interactive computational environment for creating Jupyter notebook 

documents. It is run under the Anaconda Interface 

 

 

1. Open the Anaconda first as Figure 7 
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Figure 7 Open Anaconda 

 

2. Run the jupyter notebook by click the Jupyter Notebook as Figure 8Figure 8 
 
 

 

Figure 8 Jupyter notebook 

3. Jupyter notebok open browser with http://localhost:8888 as Figure 9 

 

http://localhost:8888/
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Figure 9 Jupyter web interface 

3.4 IBM SPSS 
 

IBM SPSS was used for data processing, running the regression model. NCI website has 

hosted the SPSS installer file for version 26. I download the installer to local computer hard 

drive then perform the installation as Figure 10 and Figure 11. 
 

 

Figure 10 SPSS installation 
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Figure 11 SPSS Installation completed 

The SPSS authorization run automatically after the product installation as Figure 12, Provide 

the authorization code as Figure 13 and authorization completed as Figure 14. 
 

 

Figure 12 SPSS Product Authorization 
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Figure 13 Provide Authorization Code 

 

Figure 14 Authorization Successful 

 
 
 

4 Datasets 
Social media Dataset was collected by scraping the data from the twitter and reddit. Stock 

market Dataset collection was collected from the stock market website.  

4.1 Data Creation 
Data creation process are described in the below sections.   
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4.1.1 Scrape Twitter Data 

Hashtag of twitter was searched using the Hastagify tool to find the best suitable hashtag for 

investigate this research topic as Figure 15 

 

Figure 15 Hashtagify search tool 

I created a twitter develop account and get the approval for the Academic Research which 

allows download 10 million tweets every 30 days as below Developer Portal in Figure 16 

 

Figure 16  Twitter Developer Portal 

I created a develop app under the twitter account as Figure 17. 
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Figure 17  App creation 

As the volume of tweets are large, I repeated the script 5 times to fetch the 5-month twitter 

data, each json file contains 1 month data. Twarc script is shown as Figure 18. Script logs run 

as Figure 19. After script is done, I collect 5-month tweet data in json format as Figure 20. 
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Figure 18 Twarc script 

 

Figure 19 Run Twarc script 
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Figure 20  Collected Twitter in json format 

The academic research shows the ~1.7 million tweets was downloaded for this project as 

Figure 21 

 

Figure 21 Academic Research panel 

4.1.2 Formatting Twitter Data 

I extracted the useful field and store them in the csv file for all the JSON file collected as 

Figure 22. 
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Figure 22 Extract fields from JSON and store in CSV 

I process all the JSON file and store them in CSV as Figure 23   Load all the CSV and merge 

them in one dataframe as Figure 24     
 
 

 

Figure 23  Process for all json files 

 

 

Figure 24 Read in Pandas dataframe 

I back up the text field and output the new structure as Figure 25 and Figure 26 .  
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Figure 25 backup the text fields 

 

 

Figure 26   Size of the dataframe 

Display the data and exam the structure is done as Figure 27,   Figure 28,  Figure 29,   Figure 

30, Figure 31Figure 32 before save the it to CSV file as Figure 33 
 

 

Figure 27 Statistics of dataframe 
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Figure 28 Describe string variable 

 

Figure 29  Check for Null object 

 

 

Figure 30 Print dateframe type 
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Figure 31 Recheck the size of the dataframe 

 

 

Figure 32 Data collection range 

 

Figure 33  Store Dataframe 

 

4.1.3 Scrape Reddit Data 

I chose the subreddit data by search popular hash tag. I selected the 2 subreddit as shown in 

Figure 34, Figure 35 and Figure 36 
 

 

Figure 34 Search for popular subreddit 
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Figure 35 COVID19 subreddit 

 
 
 

 

Figure 36 CoronaVirus subreddit 
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I used the PSAW wrapper to the scrape the Reddit data, it can use the pushshift.io to search 

historic records with data range provided as Figure 37. 
 

 

Figure 37 PSAW library to access Pushshift.io API 

Reddit account was created to scrape the subreddit as Figure 38 
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Figure 38 Reddit personal access key 

 

To scrape the reddit, I started by import python library as Figure 39 
 

 

Figure 39 Import library 

 

I used the PRSW library to collect subreddit Figure 40 with function defined in Figure 41 and 

function to collect subreddit data in Figure 42.  
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Figure 40 Collect Subreddit using PRSW library 

 

 

Figure 41 Function defined 

 
 

 

Figure 42  Collect subreddit data function 

 
 

I defined the time period to collect the reddit as Figure 43 and Figure 44 
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Figure 43 Convert the time to Epoch time 

 

 

Figure 44 Define collection time period 

 

 

Figure 45 Define the get the Pushshift wrapper 

 
 

I printed the statistics after data collection as Figure 46 before storing it in CSV as Figure 47 
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Figure 46  Print stats after the collection 

 
 

 

Figure 47 store the COVID_reddit.csv 

 

Same collection procedure was used to collect second subreddit date as Figure 48, Figure 49, 

Figure 50 and Figure 51 

 

Figure 48 Define collection period 
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Figure 49 Define function for get the PushShift data 

 
 

 

Figure 50 print statistics 

 
 
 

 

Figure 51 Store the data to Coronavirus_reddit.csv file 
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4.1.4 Data Explore 
 

I used the python to explore the date I collected. I imported library and load data as Figure 52 
 

 

Figure 52 Create dateframe with COVID and Coronavirus subreddit 

 
 

I checked the data and reorganicse the column as Figure 53, Figure 54 and Figure 55. Data 

was described in Figure 56 

 

Figure 53 Check Data 

 

 

Figure 54 Organize column 

 



 

25 
 

 

 

Figure 55 Check the data 

 

 

Figure 56 Describe the data 

I further checked the data for null check and data range before store in csv file as Figure 57, 

Figure 58, Figure 59, Figure 60, Figure 61 and Figure 62 
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Figure 57 describe the object 

 

Figure 58 Null check 
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Figure 59  Null check statistics 

 
 

 

Figure 60 Check the data types 

 
 

 

Figure 61 print data range 

 

 

Figure 62 Store the Data 

4.2 Pre-processing 

4.2.1 Twitter Data 
 

Below steps defined how the twitter data is pre-processed. 

I loaded the library and data with some initial exploration of data as Figure 63 Figure 64 . 
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Figure 63 Import library 

 

Figure 64  Print general information 

 

I installed and loaded the tweet-preprocessor packet for clean the tweets as Figure 65 and 

Figure 66 
 

 

 

Figure 65 Download Python library 
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Figure 66 Load Library 

 

Figure 67 Data Cleaning using preprocessor library 

I downloaded the stopword package and remove the stop word as Figure 68, Figure 69 and 

Figure 70 
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Figure 68  Download the stop word 

 

Figure 69 Remove Stop word 

 

Figure 70 Print the data frame 

I used regex to further clean the data as Figure 71 Figure 72 and remove the white space as 

Figure 73 



 

31 
 

 

 

Figure 71 Further data clean 

 

 

Figure 72 Recheck Data 

 

 

Figure 73 Remove white space 

I generated the sentiment score as Figure 74 Figure 75 
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Figure 74  Generate the sentiment score 

 

 

Figure 75 Recheck date 

I lemmatized text as Figure 76 and rename column in Figure 77, Figure 78, Figure 79, Figure 

80 before store the dataframe in Figure 81 
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Figure 76 Lemmatize Text 

 

 
 

 

Figure 77 Rename the column name 
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Figure 78 Recheck Data 

 
 
 
 

 

Figure 79 Recheck Column 

 

Figure 80 Check the dataframe size 

 

 

Figure 81 Save Dataframe 
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4.2.2 Reddit Data 

To pre-process the reddit data, I have performed the similar procedure to as twitter data as 

Figure 82 to Figure 96 
 

 

Figure 82  Load libray and data 

 

 

Figure 83 Apply the preprocessor library 
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Figure 84 Download stopwords library 

 

 

Figure 85 Define the remove stopwords procedure 

 

 

Figure 86 Check the data 
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Figure 87 process the data 

 

 

Figure 88 Check Data 

 
 

 

Figure 89 Further clean data 
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Figure 90 Check the data 

 
 

 

Figure 91 Remove the null data rows 

 

 

Figure 92 Calculate the sentiment 
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Figure 93 Tokenize the text 

 

Figure 94 Lemmatize the text 

 

Figure 95 Check the data 

 

Figure 96 Store the data 
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4.3 Exploration Analysis 
 

Exploration analysis is done using Python to find the patter in the test feature. I analysed the 

dataset from Twitter and Reddit. 

4.3.1 Tweet Data exploration 
 

I loaded the tweets data and extract the lemmatized_text field as Figure 97 and Figure 98 

 

Figure 97 Load library 

 
 

 

Figure 98  load data and join the lematized text 

 

 

Figure 99 Print statistics 

 

I ran the wordcloud model to create the word count as Figure 100 

 

Figure 100 Compute the model for wordcloud 

 
 

I printed out the plot generate by wordcloud as Figure 101 and Figure 102 
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Figure 101 Design plot the wordcloud model 

 
 
 

 

Figure 102 Display the model output 

 
 

4.3.2 Reddit exploration 
 

I have repeated the same procedure on the Reddit as Figure 103 to Figure 107. 

 

Figure 103 Load library 
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Figure 104 Load the data and join the lemmatized text 

 
 

 

Figure 105 Generate the WordCloud 

 
 

 

Figure 106 Create the plot for the model 
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Figure 107 Display the model 

 
 
 

5 Implementation 
 

I used Jupyter notebook to implement the LDA topic modelling and sentiment analysis 
 

5.1 Topic Modelling 

5.1.1 Twitter Data 

I started by load the library as Figure 109 extract the lemmatized text as Figure 110.  
 

 

Figure 108 Load library 
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Figure 109 Load CSV data 

 
 

 

Figure 110 Extract Lemmatized text 

 

I computed for id2word as Figure 111 and build LDA model as Figure 112 

 

Figure 111 Compute id2word and display the first element 
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Figure 112 Build the LDA model with 4 topics 

 

Model display and coherence score can be found in the Figure 113 Figure 114 Figure 115 

 

Figure 113 Display the topic from the model. 

 

 

Figure 114 Display Perplexity and Coherence score 

 

 

Figure 115 Display generated model 

I checked the intertopic distance for all four topics below. Figure 116 to Figure 119 
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Figure 116 Display Topic 1 

 
 

 

Figure 117 Display Topic 2 
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Figure 118 Display Topic 3 

 
 
 

 

Figure 119 Display Topic 4 

 

I loaded the Mallet library to calculate the coherence score and found the most suitable topics 

ad Figure 120 to Figure 126 
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Figure 120 Load Mallet library for LDA 

 
 

 

Figure 121 Define Function to calculate Coherence Score 
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Figure 122 Display Coherence Score with Topic number 

 
 

 

Figure 123 Output Coherence value with topic number 
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Figure 124 Display topics for optimal model 
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Figure 125 Convert mallet model to LDA model 

 

Figure 126  Display the optimal model 

 

 

Figure 127 Display the Intertopic Distance Map 

 

I used the below approach to find he dominate topic for each sentence as Figure 128 and 

Figure 129 



 

52 
 

 

 

Figure 128 Find the dominant topic in each sentence 

 

 

Figure 129  Display the dominant topic in each sentence 

 

I ran the below procedure to find he most representative document for each topic as Figure 

130 and Figure 131 
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Figure 130 Find the most representative document for each topic 

 

Figure 131 Display the most representative document for each topic 

The below procedure was run to display the most representative document for the topic 

 

Figure 132 Find Topic distribution across documents 
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Figure 133 Display Topic distribution across documents 

 

5.1.2 Reddit Data 
 

The process for Reddit Data is similar to Twitter as Figure 134 to Figure 143 
 

 

Figure 134 Load library 
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Figure 135 Load data 

 
 

 

Figure 136 Extract the lemmatized_text feature 

 

 

Figure 137 Compute the id2word dictionary 
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Figure 138 Display the id2word dictionary 
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Figure 139 Build the base model with 10 topics 

 

Figure 140 Display the generated topics 
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Figure 141 Compute the Perplexity and Coherence score 

 

 

Figure 142 View the model 

 

 

Figure 143 Display of the model 

 

5.2 Sentiment Analysis 

5.2.1 Twitter Data 
 

I used the TextBlob to calculate the sentiment after preprocessing as Figure 144 to Figure 148 
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Figure 144 Load library 

 

 

Figure 145  Load Data 
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Figure 146 Create Sentiment classification 

 

 

Figure 147 Build Confusion matrix 
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Figure 148 Count for the occurance of each category 

I compared the difference before and after pre-processing as Figure 149 to Figure 152 
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Figure 149 Display the distribution before pre-processing 

 

Figure 150 Display the distribution after pre-processing 
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Figure 151 Display the sentiment before pre-processing 
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Figure 152 Display the sentiment after pre-processing 

 

I generated the paired T- test to compare the difference in sentiment as Figure 153 and Figure 

154 
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Figure 153  Generate Paired t-test result 

 

Figure 154 Generate non parametric t-test result 

 

 

Figure 155 Store the dataset with new sentiment field added 

5.2.2 Reddit Data 

I have processed the Reddit Data with the same approach as Figure 156 to Figure 169.  
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Figure 156 Load library 

 

 

Figure 157 Load data 

 

 

Figure 158 Create Sentiment2 field 
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Figure 159 Create Sentiment class 

 

Figure 160 Print Confusion Matrix 

 

 

Figure 161 Output occurance of each value 
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Figure 162 Display the data 

 
 
 

 

Figure 163 Display plot for sentiment before pre-processing 
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Figure 164 Display plot for sentiment after pre-processing 
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Figure 165 Display sentiment score before preprocessing 

 

Figure 166 Display sentiment score after preprocessing 
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Figure 167 Output t-test statistics 

 

 

Figure 168 Output Welch' non parametric t-test result 

 

Figure 169 Store processed data 

 

 

5.3 Analysis on Stock market impact by Covid-19  

In this section, I processed all the market date with sentiment data and store them into 1 CSV 

file then applied the SPSS to run the regression model.  

5.3.1 Process of the data from stock market with sentiment collect from Twitter and 
Reddit 

I loaded the library and data, before transformation is done as Figure 172 
 
 
 

 

Figure 170 Load library 
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Figure 171 Load data 

 

 

Figure 172  Transform the Twitter Date 

I created the average, variance and count for twitter and reddit data as Figure 173 to Figure 

179 



 

73 
 

 

 

Figure 173 Group the daily statistics for twitter 

 

 

Figure 174 Remove the null value from twitter 
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Figure 175  Load Reddit data and transform the data field 

 

Figure 176  Aggregate the reddit records daily 

 

 

Figure 177 Group the reddit records daily 
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Figure 178 Drop the level for the reddit group 

 

 

Figure 179 Drop the row with null entries 

 
 

 

I loaded the stock market data for SP500, VIX and FSI, then merged them together as Figure 

180 to Figure 186 

 

Figure 180 Load the SP500 VIX and FSI stock market dataset 

 

 

Figure 181 Update the Date field with valid format 
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Figure 182 Update the Close fields to float type 

 
 
 
 

 

Figure 183 Merge SP with VIX based on Date 

 
 
 

 

Figure 184 Merge with the FSI data 

 

 

Figure 185 Rename the column 

 
 

 

Figure 186 Show the data 

I merged in the Reddit and Twitter data to the stock market data onto the same dataframe.  
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Figure 187 Merge with Reddit data 

 
 

 

Figure 188  Merge in the Twitter data 

 

 

Figure 189 Drop the row with null values and output to CSV file 

 
 

5.3.2 Analyze the stock market data with Covid-19 impact 
 

I used the SPSS to load up the CSV file as Figure 190 to Figure 192 
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Figure 190 Load the CSV file 

 
 
 

 

Figure 191 Display the data 
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Figure 192 Display the data fields 

 

I selected the SP500 index as Dependent Variable and other sentiment data as dependent 

vaiable and perform the linear regression to get the correlation. Coefficient, model summary, 

ANOVA for the entire set of sentiment data as Figure 193 to Figure 197 
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Figure 193 Define the IVs for DV as SP500 index 

 

Figure 194 Correlation with all stock data 
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Figure 195 Coefficients with all stock data 

 

 

Figure 196 Model summary with all stock data 

 

 

Figure 197 ANOVA with all stock data 

 
 

The above result showed that the not all the IVs are significant.  I selected with SP_index and 

control the Redit_count, Twitter_mean, Twitter_var, Twitter _count as independent variable 

as Figure 198 to Figure 203 

 

I removed the Reddit_mean and Reddit_var from the independent variable, re-run the model 

and it show all remaining 4 IVs are significant.  Adjusted R Square has reduced from 0.904 to 

0.902 which still maintained at very high level, which indicates the validity of the model.  

The Coefficients shows the significant predictors of the variable of Reddit_count and 

Twitter_count are under 0.05 which indicates these 2 variables contribute more to the model 

to predict the S&P500 movement. Pearson correlation results support the result from the 

linear regression. 
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Figure 198 Correlation with new set of variables 

 
 
 

 

Figure 199 Model summary with new set of variables 

 

 

Figure 200 Coefficients with new set of variables 

 

I ran the linear regression again with the VIX as dependent variable, I got statistics result as 

Figure 201 to Figure 205 
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Figure 201 Define the IVs for DV as VIX index 

 

Figure 202 Correlation with all stock data 
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Figure 203 Coefficients with all variables 

 

 

Figure 204 Model summary with all variables 

 
 

 

Figure 205 ANOVA with all variables 

 
 

I removed the Reddit_mean and reddit_var from the independent variable, re-run the model 

and it show all remaining 4 IVs are significant. The rerun result is shown in Figure 206 to 

Figure 209.  Adjusted R Square has reduced from 0.904 to 0.902 which still maintained at 

very high level, which indicates the validity of the model.  The Coefficients shows the 

significant predictors of the variable of twitter_count is under 0.05 which indicates this 

variable contribute more to the model to predict the VIX movement. Pearson correlation 

results also support the result from the linear regression. 
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Figure 206 Correlation with subset of IVs 

 

 

Figure 207 Model Summary with subset of IVs 

 
 

 

Figure 208 Coefficients with subset of IVs 

 
 
 

I ran the linear regression again with the FSI as dependent variable, I got statistics result as 

Figure 210 to Figure 213 
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Figure 209 Define the IVs for DV as FSI index 

 

Figure 210 Correlation with all stock data 

 
 



 

87 
 

 

 
 

 

Figure 211 Coefficient with all stock data 

 

 

Figure 212 Model Summary with all stock data 

 
 

 

Figure 213 ANOVA with all stock data 

 

 

Remove the Reddit_mean and Reddit_var from the independent variable, re-run the model 

and it show all remaining 4 IVs are significant. The result of new run is as Figure 214 to 

Figure 216.  Adjusted R Square has reduced from 0.904 to 0.902 which still maintained at 

very high level, which indicates the validity of the model.  The Coefficients shows the 

significant predictors of the variable of Reddit_count, Twitter_mean and Twitter_count were 

under 0.05 which indicates these 3 variables contribute more to the model. Pearson 

correlation results support the result from the linear regression. 
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Figure 214 Correlations with subset of IVs 

 

 

Figure 215 Model summary with subset of IVs 

 

 

Figure 216 Coefficients with subset of IVs 

 

 

 
 


