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Using Natural Language Processing Techniques to
Analyze the Impact of Covid-19 on Stock Market

Wei He
x18144489

Abstract

The wide spreading of Covid-19 disease has resulted a high amount of text con-
tent being generated on the social network. The probability to explore the impact
of social network on the stock price has observed a strong improvement from the
utilisation of Natural Language Processing (NLP) in finance and economics do-
main. This study collected social network comments to calculate whether positive
or negative social network text under the category of coronavirus (COVID-19) can
affect stock market movement. I take consideration of the period from January to
June 2020, analyse 1,630,290 Twitter comments and 10,652 Reddit comments that
related to the pandemic during this period. Our optimised topic modelling has
delivered more accurate interpretation of the social media context by leveraging
the NLP techniques. The text pre-processing process has improved the sentiment
analysis result. The result indicates that social network sentiment can impact stock
market movement, COVID-19 is the major reason for the movement of the U.S.
stock market for the period I studied. This research has found the significant con-
nection between the sentiment and the stock market fluctuation. This research
can benefit for a professional fund manager to predict the stock market movement
and take actions against an outbreak of COVID-19, as well as offering a differ-
ent perspective on the effect of an epidemic on the economy and risk avoidance
strategies.

1 Introduction

The pandemic of coronavirus (COVID-19) disease across the worldwide have remark-
ably impacted people’s work and lifestyle in general. Financial sector and overall eco-
nomies around the world are experiencing serious challenges as a result of the COVID-19
outbreak. Up till March 2021 globally there have been 118,471,917 diagnosed cases of and
2,627,207 deaths from COVID-19 1. Evaluating and interpreting the economic impact of
COVID-19 has turned into an urgent matter. The purpose of this article is to evaluate
how the social network sentiment of COVID-19 impact on stock market.

Covid-19 pandemic brings to large amount of text content being generated online, it
created unprecedented context for emergency. This provides opportunity to gain under-
stand on a current situation by applying machine learning techniques and performing a
text based analysis with NLP techniques.

1Data fetched from https://www.worldometers.info/coronavirus/
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The project is motivated with personal interests financial response to the Covid-19
crisis. This research provide a good area to explore the domain of Natural Language
Processing, in relation to how our word is used for text mining and machine learning
perspective. Besides, the Covid-19 pandemic is a new domain of public interest with fast
development after its outbreak. With the decrease of people’s movements and enhanced
lockdown, social media became the major channel for rapid information to be achieved
and communication among peoples.

This research paper is to use NLP for the evaluate the impact on the stock market
under the influence of the Covid-19 outbreak. Methodology is designed to analyse the
any major relationship between the SP500 returns and the comments on the social media
platform on a daily basis. In our implementation, I analysed 3 components for daily
sentiments i) the average sentiment polarity score. ii) data variance. iii) the volume of
the contexts collected. From the stock market side, I used a set of control variables such
as i)SP500 index which tracks the movement of 500 large companies listed in US stock
exchange, ii)Volatility index (VIX) which tracks the stock market volatility iii) OFR
Financial Stress Index as an indication measurement of the stress in the globe market.

1.1 Research Question

The Research Question (RQ) is as follows:
RQ: How to improve the accuracy of predicting Stock Market due to the impact of

Covid-19 using NLP techniques?
Sub-RQ: To what extend the topic modelling and sentiment analysis can be efficiently

exploited?

1.2 Research Objectives

The research project aims to discover the patterns behind the text data from Twitter
and Reddit social media platform to provide the insights on the public sentiments to the
Covid-19 crisis, which bring the financial impacts to the stock market. I breakdown the
objectives into the below list.

Objective 1: Carry out a critical literature review on the NLP techniques applied on
the social media and its connection to the stock market.

Objective 2: Perform the data collection for social media text and stock market data
from different platform.

Objective 3: Pre-processing the dataset collected previously.
Objective 4: Applied the exploratory analysis before the modelling.
Objective 5: Extracting the context topics by using LDA topic modelling approach.
Objective 6: Implement sentiment analysis and calculate polarity score from the col-

lect text. Compare Twitter and Reddit result in relation to the sentiment to the Covid-19
crisis.

Objective 7: Analyse the significance of data pre-processing on sentiment score com-
putation to answer Sub-RQ. Sentiment score were calculated before and after the pre-
processing the Twitter and Reddit text, Paired t-test statistical test was used to compare
these outputs.

Objective 8: Measure the impact of sentiment daily average, variance, and volume
towards the stock market returns to answer the RQ.
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The goals of this research to use NLP to carry out analysis on the Twitter and Reddit
social media text to tackle the worldwide concern on the Covid-19 crisis, and leverage
the correlation matrix to find the determine element which impacts to stock market
financially. The major contribution of this research project is to understand the Covid-19
crisis impact on the financial industry. The aim of the research is to help with the financial
industry to better deal with Covid-19 crisis during pandemic. Minor contribution is the
identification of the use-case of NLP techniques used in the text modelling and sentiment
analysis.

This paper is organized as follows. The introduction of the topic is discussed in
the current section. In section 2, in-depth literature review of the past related works
is discussed. In section 3, methodology is explored and explained. In section 4, model
design specification is presented. In section 5, implementation is delivered. In section 6,
evaluation is discussed with findings with outcomes obtained from NLP techniques. In
section 7, conclusion of the project is delivered.

2 Related Works

Covid-19 crisis has remarkably impacted people and economics globally. Under this
unprecedented circumstances, social media plays a vital channel of information and com-
munication channel for human limited from social relationship. Section 2.1 discuss the
function of Media Communication during the pandemic Section 2.2 focus on the machine
and deep-learning approach based on the sentiment and semantic analysis to analyse the
text content using NLP.

2.1 Media Communication During Pandemic

As social network has increased connection to the people nowadays, the news spread
much faster than before. Social media become a channel for communicating the crisis
updates and events. Research findings show that the news can initially circulate over the
social network before they reach to the official media platform such as TV, newspaper
(Traylor et al.; 2019). The traditional media receive information later than the social
media.

2.1.1 Covid Crisis Information

Crisis Infomatics consists study of the application on information and technology in
the various phases of disasters and other emergencies, such as preparation, scaling down,
reaction and recovery. Its essential principle is that people use their own information to
exchange idea to crisis in preferred ways to deal with crisis. Two related use of Crisis
Information for this project are described in the Section 2.1.2 and Section 2.1.3

2.1.2 Communication with Public

Virtual communication was used by the people for creating self-support to the com-
munities through the social media. The platform allow citizen to communicate between
each other and share the ideas. With the help of social media, Human being tend to
response to the crisis with rational approach, instead of panic. (Helsloot and Ruitenberg;
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2004). Social media can share the solidarity among people after crisis such as earth quake
and natural disaster. Under the circumstance of uncertainty is caused by additional in-
formation and misinformation due to the disorder online activities, the pattern found in
response has a great deal of cooperation dealing with social media (Valecha et al.; 2013)

2.1.3 Communication originated from Official to Public

Government and public-sector leaders have been increasingly applied the social media
to send the crisis communication to reach the wide range of citizens in a speedy approach.
The approach mainly used to advise the public to handle the situation and address the
misinformation related to the crisis (Kaewkitipong et al.; 2012). Research suggested that
the public usually seek the clarification from social media for confirmation. Tang et al.
(2018) concluded the three main approaches for the social media to deal with the medical
crisis: (1) evaluate the public’s interests and response to the crisis (2) official use of
the social media to communicate the crisis (3) evaluate the correctness of the medical
information about the crisis.

2.2 Natural Language Processing Techniques

Computers required to understand human in their language and assist with the
language-related tasks. The analysis of natural language motivates review of text mining
techniques and the application of the Natural language processing.

2.2.1 Sentiment Analysis

English words is general connected with a list of basic emotions category and two
type of sentiments (Mohammad and Turney; 2010). Sentiment analysis is applying com-
putation of a polarity measure to categorise data into one of the sentiment group (Bold;
2019). The approach finds the key phases in the sentence and associate these words to the
dictionary which computes a similarity score (Hobson Lane, Cole Howard; 2019). lexicon
is made from a list of rules which reside in the Sentiment dictionary, text is categorised
by examining sentence, order of word and language grammar Beigi et al. (2016).

Dattu and Gore (2015) proposed sentiment analysis on collected text in these tech-
niques such as lexical analysis and hybrid analysis. To carry out a sentiment analysis
on social media information, the SVM and Näıve Bayes are used, both machine learning
approaches have obtained a very high accuracy. Research indicates the application of
the neutral category can increase the validity of the model by study the sentense with
distinction of sentiment (Koppel and Schler; 2006; Taboada et al.; 2011). Under the cir-
cumstance of not labeled data, it’s good to apply the lexical analysis as it uses pre-tagged
lexicons for its dictionary (Dattu and Gore; 2015). Unsorted text can be grouped by the
Unsupervised Machine learning techniques by studying the unknown pattern without
obtain the previous knowledge of the text (Mittal and Patidar; 2019)

There is very little investigating on the sentiment analysis and its association with
emotions related to the medicine (Zeng-Treitler et al.; 2008). Natural Language Pro-
cessing has been used to extract sentiments about a subject from online text documents
in Yi et al. (2003). A 7-stage context-aware Natural Language Processing (NLP) tech-
niques was used in the Oyebode et al. (2020) to find related keyphrases and group them
into various themes, which helped to reveal negative themes and positive themes during
the COVID-19 pandemic. (Aslam et al.; 2020) in their investigation on the Covid-19
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pandemic headlines reveals the the sentiment analysis show the 51 percent of headline
are associate with negative sentiment, versus to 34 percent positive sentiment and 18
percent neutral sentiment.

2.2.2 Topic Modeling

A meaningful analysis of dataset is possible to be achieved with topics modeling. It
helps to easily scan large documents and find out what customers are talking about.
Topic Modelling is a set of algorithms that discovers the hidden theme structure inside
a document (George and Birla; 2019). This NLP approach includes in investigating the
connection between the texts consist in a sentence to form themes. A number of ap-
proaches can be used like Latent Semantic Analysis (LSA) or Latent Dirichlet Allocation
(LDA).

LSA is essentially a mythology that the hidden patterns can be discovered from the
text or word. it is used to identify the related and critical information from the text. The
drawback is that it does not consist a sturdy statistical background.

LDA is the simple and popular statistical topic model. It applies the ”bag of words”
approach by calculating a topic list from a list of the texts. The result is possible to be
interpreted by the people. topic generated from a collection of text are made of a group of
keywords which are firmly connected with the topic discovered (George and Birla; 2019).

Major advantage of the LDA is that it applies a rich feature and can use the prob-
ability algorithm to fine tune the model. LDA can have the function of dimensional
reduction, very easy to use with great size of corpus. LDA is a probability theory model,
every sentense in the corpus corresponds to a topic. Every topic is has the distribution
information among them. LDA show a great advantage where there is a large size of
corpus with a few topics which are distributing in the corpus (Jelodar et al.; 2020).

Research Jelodar et al. (2020) used natural language process (NLP) method found on
topic modeling to discover several issues corresponds to COVID-19 from social media,
it conclude that the LSTM learning model can find useful latent-topics and sentiment
classification of COVID-19 comments. it suggested future study to investigate on other
social media like Twitter, using multiple machine learning techniques. Thelwall and
Buckley (2012) found the lexical extension method is especially suitable for social media
text that is covered by a specific topic, suggesting to test the emotion methods on a list
of negative topics to calculate whether moods is aligned with topics. Valle-Cruz et al.
(2021) concluded that mixing of a lexicon-based approach is improved by a re-position
correlation analysis, where the latent or hidden correlations exists in the data.

2.2.3 Deep Learning and Neural Networks

Machine learning(ML) uses algorithms to exam data, extract the pattern from the
data, then make the corresponding decision from what it has studied. it is complex and
need lots of domain expertise, human input. Deep learning(DL) promotes algorithms in
different levels to establish an ”artificial neural network” which can be used to study and
decide on its own. By comparison, DL has a major advantage by achieving great result
and flexibility and learn to represent the world through a nested hierarchy of concepts.
DL can discover the hidden layer architecture in the category of words or sentences. The
method model the network in a method that enables the requirements to be carried out
efficiently without modelling related input features (Bondielli and Marcelloni; 2019).
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Neural Networks consists of a group of algorithms that are modelled towards the
human brain. It groups the unlabeled data according to the similarities discovered in
the input data and then group the data according to the labelled training dataset. Sev-
eral types of neural networks in deep learning, such as convolutional neural networks
(CNN), recurrent neural networks (RNN) are shift the way that we interact with the
wider population. Long short-term memory (LSTM) belongs to RNN architecture that
can be applied in deep learning. Different to other neural networks, LSTM has feedback
connections. It can study various behaviors and carry out tasks which are not achievable
by main stream machine learning methods.

Volkova et al. (2017) applied RNN and CNN techinique to classify suspicious and
trustworthy news articles. with linguistic feature enabled, the evaluation of both methods
shows average precision is high and outperforms lexical models and logistic regression
baseline. Wang (2017) applied hybrid models with a combination of RNN and CNN,
outperform other model for fake news discovery. Paredes-Valverde et al. (2017) leverage
the the convolutional neural network(CNN) and word2vec to detect the opportunities for
improve the product quality through sentiment analysis. Xu and Keselj (2019) applied
attention-based LSTM deep neural network in future stock market fluctuation forecast
and discovered the finance text post between market closure and market open provide
better prediction for the following day stock price. Jelodar et al. (2020) applied LSTM
model to discover latent-topics and sentiment comment classification based on COVID-19
pandemic from healthcare platform, such as twitter. it conclude LSTM model can detect
useful latent-topics and sentiment analysis of COVID-19 comments. it suggested future
study to investigate various social media, such as Twitter, using different deep-learning
techniques. Nemes and Kiss (2021) find BERT baseline and RNN were producing more
accurate result to determine the emotional values without applying neutral classification.

2.3 Covid impact on Stock Market

Recent growing literature revealed the impact of Covid-19 on the stock market. Re-
search Mamaysky (2020) shows that there is a tight connection of stock markets to news
in relation to the Covid-19 pandemic. Baker et al. (2020) investigate the stock market
reaction to the previous pandemics like SARS, as well as various underline causes and
discovered the result of government introduced mobility prohibition and business trading
along with voluntary social distancing between individuals as a major factors that trigger
the downward adjustment of the U.S. stock market.Huo and Qiu (2020) and Xiong et al.
(2020) both showed proof that China has enforced a rigid segregation policy between
individuals, which affected the Chinese stock market negatively, however the affection
was more moderate than the impact to US stock market. Gormsen and Koijen (2020)
investigate how equity dividend futures and stock market levels enable to get the in-
vestor expectation about the economic status. investigate the market reaction to the
policy interventions in relation to the Covid-19 crisis. Daniel et al. (1998) and Hong and
Stein (1999) proposed that investor under-reactions and over-reactions can also indicates
movement of stocks triggered by surprise and their emotions.

3 Methodology

This section delivers the methodology which used to tackle the main results to this
study, architecture technical design, and process to analyse the collected data. It follows
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the approach as illustrated in Figure 3

Figure 1: Methodology approach

3.1 Twitter and Reddit data

3.1.1 Data collection

I have two ways to collect data from different sources as follows:
a) Twitter: media data was fetched using Twitter academic API. The hashtag ”COVID”

was used to scrap the tweets during the period from 22 Jan 2021 to 21 Jun 2021. The
decision of the hash tag was supported by the popular hashtags search connect with
Covid-19 crisis.

Python script was designed to call the Twitter V2 API to fetch the tweets through the
TWARC library.The scripts generate 5 unstructured json files with 7.53 GB data. The
virus was discovered in China on November 2019, but it gets circulated from January
2020. The date range was selected to capture the first wave of the Covid-19 pandemic
worldwide.

b) Reddit data was obtained through pushshift API by using the python PSAW
library, which is a minimalist wrapper to search public reddit comments via pushshift.io
API. Pushshift is a platform which used to collect Reddit historic data and archive them
for future use. These data are made available for the public to use. It is possible to fetch
the real time data from pushshift along with the historic data.

Hashtag COVID19 and Cornavirus was selected for fetching the subreddit.Instructions
were run with Anaconda jupyter notebook to collect 10,652 subreddit comments between
these 2 hashtags between 22 Jan 2021 and 21 Jun 2021.

3.1.2 Transformation

The Data transformation has been performed on the below two data sources:
a) Tweet data were collected and saved to the JSON files which later combine to a

large data frame to keep the require columns for analysis. Feature decision was introduced
by the finding in the paper (Castillo et al.; 2011). The selected feature were: conversation
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id, language, timestamp, text, author id, retweet count, like count and sentiment. The
feature ”sentiment” is associated to the polarity score computed on the un-processed tweet
message. The ”text” field was exacted with unicode-escape to retain all the tweet text.
Each twitter was categorised in to the different language group, e.g ”en” is for English.
This helped to filter all the English tweets where the English based pre-processing will
be applied to. Figure 2 show the visual process of this step.

Figure 2: Collect Twitter using Python

b) Reddit text data was extracted based on the hashtag of ”Covid19” and ”Coronavirus”.
I generated a separated CSV file for each extraction. A list of the kept features were:
”Post ID”, ”Title”, ”Url”, ”Author”, ”Score”, ”Publish Date”, and ”Total No. of com-
ments”, ” permalink” and ”Flair” . this is based on the recommendation from the research
paper Jelodar et al. (2020). Figure 3 show the visual process of this step.

Figure 3: Collect Reddit using Python

3.1.3 Pre-processing

Pre-processing Covid-19 related topic is one of the most important steps. It involves
of parsing the text and remove the non-meaningful word such as stop-words. By removing
the useless word, I reduced the dimensionality of feature space. I applied the Natural
Language Toolkit(NLTK) for text preprocessing.

Twitter and Reddit follows the similar process in relation to the pre-processing. The
data cleaning process involves the take the text from English language which is defined
to remove the stop words before tokens are lemmatized. It takes the consideration of
the language used in social media as informal with emotions expression. The quality of
test pre-processing is important to achieve the cleanness of the data and find the useful
information. The python library is designed to pre-process tweets in relation to remove
the hashtags and URL etc. After the initial clean process by the python library, I have
carried out further data cleaning processes as below steps:

1. Remove URL and punctuation.
2. Transform text from uppercase to lowercase.
3. Delete digits plus any words with digits.
4. Delete additional spaces and short words containing only one character.
5. Delete stop words defined in English.
6. Tokenize sentence by splitting text into individual words.
7. Lemmatize to group different inflected forms of words into the root form.
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3.2 Exploratory Analysis

Exploratory analysis was carried out to obtain understanding on collected text using
python. This is the step before the topic extraction and sentiment analysis.

3.2.1 Word Frequencies

Word Cloud was used to explore the Word Frequencies in Twitter and Reddit data.
Word Cloud can present the text data with various size which indicate the frequency of
the appears. It provides a directly view of the frequent word in the text. Word Cloud is
a popular model what analyses the social media text.

3.2.2 Emotion detection

Text2Emotion is a python library to classify the large amount of text by categorizing it
into five different emotions as Happy, Angry, Surprise, Sad, and Fear. it can Processes any
textual message and recognizes the emotions embedded in it.Text2Emotion can identify
the different emotions from the words obtained from pre-processed text and will keep
a count of each and every emotion. a) Find those words which appropriately express
emotions or feelings. b) Inspect the emotion category for each word. c) Store the count
of all the emotions relevant to all the words which were found.

3.3 Topic Modelling

Topic Modeling is an approach to find the hidden topics from large corpus. There are
four popular topic modelling techniques available today : LSA, pLSA, LDA, and lda2vec.
All these topic models are based on the same concept: Each document is represented by
a group of topics and each topic is made of a list of words. The goal of topic modeling
is to find the topics. Topics are effectively shape the understanding of the document and
corpus. One of the challenge here is to find a suitable Topic modelling for the data I
have.

After the research for these method, I have investigate the pros and cons for each
approach. Table 1 presents some comparison made between these topic modelling. Based
on the comparison result. With the help of the comparison table, I carefully choose the
LDA for my topic modelling implementation, because it is easy to generate new document
and achieve the dirichlet distribution.

There are a list of benefits to use the Latent Dirichlet Allocation(LDA) approach which
uses Bayesian method. It applies dirichlet priors for the document-topic and word-topic
extraction.. It is a useful algorithm for topic modeling with optimised implementations in
the Python’s Gensim package. LDA algorithm was used to analyse the themes discussed
in Twitter and Reddit. LDA can parse the supplied documents and generate the topics
from it . It adjust the topics distribution inside the documents and keywords distribution
inside the topics to achieve a optimised composition of topic-keywords distribution.

Below are the steps to leverage the LDA for the Topic modelling:
1. Create Dictionary (id2word) which keeps word for each id.
2. Create the Corpus which show the association of (word id, word frequency)
3.Build the Topic Model by supplying corpus, id2word and num topics etc
4.Exam the topics in LDA model. LDA model was built with number of topics where

each topic consists a list of keywords and each keyword has a certain weight to the topic.
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Method Description Pros Cons
LSA Take a matrix of documents and

decompose it into a separate
document-topic matrix and a
topic-term matrix.

Quick and efficient to
use

Lack of interpretable
embeddings

pLSA Find a probabilistic model with lat-
ent topics that can generate the
data with document-term matrix

Adds a probabilistic
treatment of topics,
Flexible

No parameters to
model P(D),Prone to
overfitting

LDA Bayesian version of pLSA, bring it-
self to optimised gereralization.

Generalize to new
documents easily,
dirichlet distribution

Requires normal dis-
tribution assumption
on features/predictors

lda2vec Mix of word2vec and LDA Combining global
document themes
with local word
patterns

Context/paragraph
vectors resemble
typical word vectors,
making them less
interpretable

Table 1: Topic modelling comparison

These keywords indicates what this topic could be.
5. Compute Model Perplexity which seen as a good measure of performance for LDA
6. Compute Model Coherence Score. topic coherence measures result of a single topic

by accessing the degree of semantic similarity among high scoring words in the topic
7. Visualize the topics-keywords by examining the generated topics and the associated

keywords using pyLDAvis package’s interactive chart inside of jupyter notebooks.
8. Find the decisive topic for each sentence
9. Find the most representative text for every topic

3.4 Sentiment analysis of COVID-19

I am going to extract the sentiment from the TWeets and Reddit documents separ-
ately, I compared the sentiment result(Polarity scores) before and after the pre-processing
to investigate whether there is any improvement gain through the text pre-processing.

Polarity scores for each Tweet and Reddit were calculated using Python TextBlob for
sentiment classification. TextBlob is built on top of NLTK for fast-prototyping. Unsu-
pervised technique was used here to capture the text sentiment and investigate the words
association and position. Sentiment is generated by associate the keywords from the text
with classification from the dictionary established.

3.5 Stock market and Covid-19

This paper investigates the relationship between the stock market and the Covid-
19 sentiment from the social media. I have selected a list representative indexes from
the stock market. These indexes are : a) SP5002 b) The volatility index VIX3 c) OFR
Financial Stress Index4.

2SP500 data download from https://www.marketwatch.com/investing/index/spx/download-data
3VIX data download from https://www.marketwatch.com/investing/index/vix/download-data
4OFR data download from https://www.financialresearch.gov/financial-stress-index/
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From the Sentiment side, I have calculated the mean, variance and volume on a daily
basis for both Twitter and Reddit respectively. The ”mean” represents the daily average
sentiment score on a given day. The ”variance” of the sentiment is the average of squared
difference from the mean value on given day. the ”volume” represents the number of
Covid-19 relevant comments were fetched from Tweet and Reddit text. I merged these
sentiment data into the stock market date before running the Pearson correlation and
linear regression to find the correlation and significance.

4 Design Specification

The below 3-tier architecture diagram as Figure 4 describes the approach use to find
the correlation between sentiments collected from the social media and the stock market
index for future prediction.

Figure 4: Design Specification

The process flow starts with the client tier where presents the visualisation to the
stakeholder who has a vision where the date was collected. The second component is
Logic Tier which involves the capture the require data and run the data pre-processing
on the text. The third component is the Data Tier which is used to create Pandas
data frame to store all the data (in csv format) from Tweet, Reddit platform and the
stock market daily data. The data frames are delivered to Logic Tier to run the topic
modelling and sentiment analysis algorithm, as well as run the Pearson correlation and
linear regression model to calculate the correlation.

The results get returned back to the client tier for the findings to be visualised using
IBM SPSS and Jupyter notebook to display the machine learning model to tackle the
research question of this project. The below section describes the implementation of this
research.
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Figure 5: Twitter Frequent words Figure 6: Reddit Frequenct words

5 Implementation

This project consists two main objectives. Firstly, to optimise the topic modelling
using unsupervised clustering LDA approaches. Secondly, to identify the relationship
between Stock market and the sentiment polarity score from the text.

5.1 Word Frequency

I used Word Cloud to pick maximum of 50 words with frequency over 100. Frequencies
in Figure 5 and Figure 6 shows that twitter used the term ”sign” ”Petition” more frequent
than the ”COVID”, while Reddit has dominate use of ”Covid” and ”Corona Virus”.

5.2 Topic Modelling - Latent Dirichlet Allocation

After carefully researched list of topic modeling options, I have chose the Latent
Dirichlet Allocation model to investigate the text extract from the Twitter and Reddit.
The reason is listed in chapter 3.3. I applied th Gensim’s inbuilt version of the LDA
algorithm with the Mallet’s version to get the better quality of topics. With LDA, I can
extract human-interpretable topics from a document sample, where each topic is featured
by the words they are most tightly associated with.

a) Calculate the optimal number of topics for LDA the objective here to find the
optimal number of topics (k) and pick the one that gives the highest coherence value. I
trained a number of LDA models and exam the corresponding coherence scores. I tested
from 2 topic up till 40 topic with step of 6.

b) Discover the dominant topic in each sentence. I applied the format topics sentences
function to find the topic number that has the highest percentage contribution in each
document using unsupervised learning. Figure 7 gives us the feedback which topic is
associated to the current text content.

c) Discover the most representative document for each topic. In some circumstance,
topic keywords does not clearly reflect what the topic is about. To better understand the
topic, I can locate those documents a particular topic has contributed. I used Python
to group top 5 senescence under each topic by reusing the result from the format topics
sentences function as shown in Figure 8.

5.3 Sentiment Analysis

I used the Python TextBlob lexicon to compute the polarity score for each tweet.
It leverages the unsupervised technique to calculate the sentiment score based on the
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Figure 7: Dominant topic in sentence

Figure 8: Representative document per topic

analysis of words context, extraction of noun phrase and tagging part-of-speech etc.
Sentiment analysis is carried out based on the determination of the attitude or the emotion
of the text, in another word it can be either positive or negative or neutral.

The sentiment function of TextBlob resulted in 2 attributes, polarity, and subjectivity.
Subjective sentences usually corresponds to personal opinion, emotion or decision whereas
objective corresponds to partial information. Subjectivity is a float variable which is in
the range of [0,1].

In order to find the Pre-processing effect on the Tweets and Reddit, the sentiment
analysis has been carried out twice. The first time the analysis was run on the raw data
and saved as ”sentiment” feature while the second time the analysis was run on the pre-
processed data with result saved as ”sentiment2” feature. I have separated the polarity
score into 3 levels. positive with score greater than 0.3. Negative with score less than
-0.3. Neutral with score between +0.3 and -0.3. the original ”sentiment” feature has kept
the same boundary. I am going to the use the output to work out the confusion matrix to
obtain the prediction model accuracy. From the confusion model, it provides the quality
of the sentiment analysis with the effective pre-processing process onto the tweet text.

5.4 Sentiment statistics with the stock market movement

I investigated the correlation between the extracted Covid-19 text sentiment and the
financial markets data. I mainly focused on the financial market in particular the returns
on the SP500. Covid-19 daily sentiment consists three daily variable i) The average daily
sentiment. ii) the daily variance of the sentiment. iii) the volume of the comments for
the day. I included a list of control variables that potentially incur a impact on the stock
market returns: i) SP500 ii) Volatility index (VIX) iii) OFR financial stress index which
tracks the stress in the worldwide stock markets. The goal here is to find the determine
factor that could impact the stock market movement. I am aiming to apply the Pearson
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correlation and linear regression to find the key contributors to the stock market. The
reason to use both Pearson correlation and linear regression is to have cross verification
on the findings.

6 Evaluation

The evaluation section is split into 2 parts. First part focuses on the results of the
topic modelling output and sentiment analysis. Second part focuses on the relation of
Stock market movement with the sentiment text.

6.1 Topic modelling Evaluation

I used topic coherence score to evaluate the LDA topic model. Topic Coherence
calculate score a single topic by finding the degree of semantic similarity between high
scoring words in the topic. These calculation is benefit in terms of find the difference
among the topics

First, I found the optimal number of topics for LDA. The objective here to find the
optimal number of topics (k) and select the one that provides the highest coherence value.
I fine tuned a multiple LDA models and calculate the models with their coherence scores
accordingly.I test from 2 topic up till 40 topic with step of 6. For Twitter data, the best
topic number is 14 with coherence metrics score of 0.4197 as indicated in Figure 9.

Figure 9: Coherence score for num of Topics

Intertopic Distance map is a visualization of the topics in a two-dimensional space
. The area of these topic circles is corresponding to the volume of words that belong
to each topic within the dictionary. The circles are plotted using a multidimensional
scaling algorithm. it can be accessed that using the 14 selected topics without overlap
introduced, in Figure 10 size of each topic suggests the volume of the each topic in the
corpus.

14



Figure 10: Intertopic Distance map

6.2 Sentiment Analysis Evaluation

The prediction (Figure 11) results show the accuracy has reached 94.9%. Breakdown
to lower level, negative tweets has the 80% accuracy, neutural tweets has 97% accuracy
and positive tweet has 91% accuracy. The higher percentage shows the close result before
and after pre-processing.

Figure 11: Confusion Matrix

It is found in our case that most of the sentiment for Covid-19 in tweets is in the
neutual category. There are a few reasons contribute to this result. a) remove the stop
word affect some of the sentiment calculation. b) Some text does not transfer into the
sentiment. c) a number of texts in the same document contains positive and negative
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Figure 12: sentiment1 Figure 13: sentiment2

sentiment, which bring the result to neutral.
To measure the same amount of tweets message with and without the pre-processing,

the paired t-test was introduced to judge whether the text pre-processing impact the
sentiment result.

With the significance α = 0.05, the paired t-test shows the statistics result = 98.349
which exceed the critical value from the t-statistics table. The null hypothesis(both
statistics are equal) is rejected. This indicate the pre-processing has make the impact in
relation to the calculation of the sentiment score.

The difference in the distribution of sentiment polarity score was plotted in the Figure
12 and Figure 13. Twitter category was plotted on the x-axis and the polarity score is
scattered on the y-axis.

6.3 Stock market and Covid-19 sentiment

Either Pearson correlation or linear regression analysis is capable of determine whether
the numeric variables are significantly linearly related or not. A correlation analysis
presents feedback on the strength and direction of the linear relationship among the
variables, also a linear regression analysis evaluate parameters in a linear equation that
is possible to predict certain variable based on the other variables.

I have applied both Pearson Correlation and Linear Regression to analyse the correl-
ation between the social media texts and the stock market movement.

6.3.1 Pearson Correlation

I used Pearson Correlation to estimate the social media impacts to the stock market
return. Firstly, I built the model for SP500 by including the daily sentiment, variance and
volume from the Twitter and Reddit. There are a number of approaches for generating
a correlation value to measure correlation of multiple numerical variables, in order to
find the insight about their relationship. The most popular one is Pearson Correlation
Coefficient, it measures linear relationship among a list of variables. Pearson correlation
ranges from -1 to +1, where +/-1 describes a perfect positive/negative correlation and
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0 means no correlation. The r values between 0.50 to 0.75 and -0.50 to -0.75 indicate
moderate to good correlation, and r values between 0.75 to 1 and from -0.75 to -1 point
to very good to excellent correlation among the evaluated variables.

The result of the model revealed that indicators like Reddit volume, twitter daily
average, twitter daily variance and volume are significant related to the return of SP500.
Among these four variables, Twitter daily average and Twitter daily variance shows the
moderate to good correlation, while Reddit volume and Twitter volume show very good
to excellent correlation. All these variables are showing the negative relation to the
SP500, indicating that the increase in the sentiment implies a fall in comments results in
a positive return in SP500. Figure 14 presented a correlation of the sentiment variable
against SP500 index.

Figure 14: Correlations with SP500 index

Secondly, I built the model for VIX index respectively by including the sentiment
variables. The result of the model revealed that indicators like Reddit volume, twit-
ter volume are significant related to the movement of VIX. Among these two variables,
Twitter volume shows the moderate to good correlation, while Reddit volume shows very
good to excellent correlation. All these variables are showing the positive relation to
the VIX index, indicating that the increase in the Twitter and Reddit volume results in
a positive movement of VIX index. Figure 15 presented a correlation of the sentiment
variable against VIX index.

Thirdly, I built the model for FSI index respectively by including the sentiment vari-
ables. The result of the model revealed that indicators like Reddit volume, twitter daily
average, twitter daily variance and twitter volume are significant related to the move-
ment of FSI. Among these four variables, Twitter daily average, Twitter daily variance
shows the moderate to good correlation, while Twitter volume and Reddit volume shows
very good to excellent correlation. All these variables are showing the positive relation
to the FSI index, indicating that the increase in the Twitter and Reddit volume results
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Figure 15: Correlations with VIX index

in a positive movement of FSI index. Figure 16 presented a correlation of the sentiment
variable against FSI index.

Figure 16: Correlations with FSI index

Table 2 shows the summary of the Pearson correlation for the SP500, VIX and FSI.
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Index Good to excellent correlation Moderate to good correlation
SP500 Reddit volume, Twitter volume Twitter daily average, Twitter daily

variance
VIX Reddit volume Twitter volume
FSI Twitter volume, Reddit volume Twitter daily average, Twitter daily

variance

Table 2: Summary of Index correlation

6.3.2 Linear Regression

Besides the Pearson correlation, I also investigate the linear regression result.for the
p-value. The p-value for each term tests the null hypothesis that the coefficient is equal
to zero (no effect). A low p-value (¡ 0.05) indicates that I can reject the null hypothesis.
In other words, a predictor that has a low p-value is likely to be a meaningful addition to
my model because changes in the predictor’s value are related to changes in the response
variable.

Figure 14 shows the Reddit Count, Twitter average, Twitter variance and Twitter
Count are significant to the SP500, as all these P-values are less than 0.05. After rerun the
linear regression with the above variables, coefficient matrix has been recreated. Figure
17 show the coefficients matrix that all these variables show the negative relationship to
the Sp500 index.

Figure 17: Coefficients with SP500 index

Figure 15 shows the Reddit Count, Twitter average, Twitter variance and Twitter
Count are significant to the VIX index, as all these P-values are less than 0.05. After
rerun the linear regression with the above variables, coefficient matrix has been recre-
ated. Figure 18 show the coefficients matrix that all these variables show the positive
relationship to the VIX index.

Figure 18: Coefficients with VIX index

Figure 16 shows the Reddit Count, Twitter average, Twitter variance and Twitter
Count are significant to the FSI index, as all these P-values are less than 0.05. After
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rerun the linear regression with the above variables, coefficient matrix has been recre-
ated. Figure 19 show the coefficients matrix that all these variables show the positive
relationship to the FSI index.

Figure 19: Coefficients with FSI index

The linear regression result is very close to the Pearson correlation result. The list
of the variables that correlated to the index are matching between these two approaches.
It is further confirmed that there is a strong relationship between the index and the
sentiment data collected from the social media platform.

6.4 Discussion

In this section, I am going to assess our model. Our study indicated that incorporating
LDA features does have a positive effect in find the optimised number of topics. The topic
coherence score provided the measurement for each model tuning. The Intertopic distance
map has further proved this concept. LDA model has helped to identify the dominant
topic in each sentence and the most representative document for each topic. Meantime I
found a number of limitation on the LDA feature, such as the number of topics is fixed
and must be known in advance, and Dirichlet topic distribution is not able to detect
correlations.

Sentiment analysis on Twitter data presents limitation that the majority of the tweets
are falling into the neutral sentiment. The distribution across the sentiments groups are
unbalanced. This result the difficult in extracting the accurate emotional from people
given the most of the tweets sentiment fall in the neutral category.

It is discovered that there is a connection between stock market movement and senti-
ment collected from Twitter and Reddit. Both Pearson correlation and linear regression
model has shown the connection between the SP500/VIX/FSI and the Tweet volume,
Reddit mean, Reddit variance and Reddit volume at the daily level. This is aligned with
the found presented in Costola et al. (2020)

7 Conclusion

This research project emphasize on investigating the social media text using NLP
techique for text modeling and achieve the more accurated sentiment score, as well as
check the stock market impact based on the extracted sentiment. For the delivery of
this project, all the objectives listed in the section 1.2. Objectives 1 to objective 4 were
achieved by the literature review, data collection, text pre-processing and exploratory
analysis. In order to resolve the SubRQ, the LDA topic model was designed to achieve
the objective 5. Objective 6 was supported by the sentiment analysis applied in the
section 3.4. Objective 7 of analysing the impact of test data pre-processing on polarity
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calculation was achieved in section 5.2. In order to tackle the RQ, the analysis of the
linear regression model was applied to meet the objective 8.

Based on the analysis presented in the previous section, the following main results can
be concluded: First, the impact of Covid-19 on the stock market shows significant effect in
the U.S. market. When the stock market volatility increases, COVID-19 create a greater
effect on the stock market fluctuation. Second, Latent Dirichlet allocation(LDA) as an
unsupervised topic modeling has improved the exploration of the topic information and
resulting content clusters by tuning the LDA parameters. I used the Mallet and Gensim’s
standard LDA to find the most suitable amount of topics and match the topic for each
sentence I processed. Third, Pre-processing of the text has shown the clear evidence of
the improvement of sentiment prediction by providing the more accurate polarity score.

This research contributes to the improve knowledge in the domain of financial impact
base on the crisis by analysing the stock market movement with Covid-19 sentiment
analysis. Covid-19 brought the area for research the association with various industrial
including financial domain. These results are important in relation to the creation of
emergency management approachs, in reaction to major public health crisis, and for the
future management of the financial market in U.S.

Challenges in terms of time brought a few limitations to this project. Some other
techniques can be applied to analyse the stock market data with the sentiment data, e.g
Principle component analysis( PCA) can be applied to run the dimensionally-reduction
algorithm to locate the key sentiment variables for the predict the stock market movement.
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