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1 Introduction 
 

This research project aims to automatically classify the insincere questions on Quora using 

the transformer-based models. In this configuration manual, we have outlined the steps to be 

followed for smooth replication of research project. The different steps of a project life cycle, 

starting from data collection until model testing and evaluation, are explained. Reference to 

code snippets is provided wherever required. 

 

2 System Configuration 
 

The entire project has been implemented on Google Colaboratory Pro with GPU (Tesla P100-

PCIE-16GB) enabled. Google Colaboratory Pro version ensures that the model training 

session does not get disconnected because of RAM outage. 

 

3 Dataset 
 

The dataset for our research work is extracted from Kaggle. 

 

4 Google Colaboratory Setup 
 

The data extracted from Kaggle is uploaded to Google drive as in google colab we can access 

the data by simply mounting the drive. The code snippet for mounting of drive-in google 

colab can be found below. 

 

Authorization for mounting google drive onto colab. 

 

 
 

Google Drive successfully mounted. 

 

 

https://www.kaggle.com/c/quora-insincere-questions-classification/data
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Also, before proceeding towards coding, we first checked the GPU availability. 

 

 
 
 

5 Installing Python Libraries for Data Pre-processing 
 

The required libraries for data pre-processing are installed and imported. 
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The uploaded dataset is read and stored inside a pandas dataframe. 

 

 
 
 

6 Exploratory data analysis 
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Word cloud 
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An additional column, quest_len, is added to python data frame. It stores the length of each 

question. The maximum, mean, median question lengths are identified. 

 

 
 

Using quest_len, plots to visualize the sincere and insincere question lengths are plotted. 
 

 
 

 
 

 

7 Data Pre-processing 
 

The contractions such as didn't, couldn't present in the questions are expanded. Using lambda 

expressions, the steps of clean_text function are iterated over all the questions of the dataset. 

The pre-processed data is stored inside a new column, cleaned_questions. 
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Functions for removing punctuations and numbers are written and applied over the 

cleaned_questions text. 

 

 
 

Finally, the data is validated for the presence of any duplicate records. The pre-processed file 

is then stored as a CSV file. 
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8 Model Implementation 
 

We have implemented BERT and XLNET models for three samples of data. The steps for 

implementation of both models are similar. The below section briefs about the steps followed 

for XLNET with 10% data. 

 

Installing the modeling dependencies 

 

 

 
 

 

 
 

 
 

The cleaned data is uploaded to google drive. The google drive is mounted in colaboratory, 

and data is read in pandas dataframe. 
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We have used the sample() function to extract 10% data from the original dataframe. 

 

Note- For 50% and 70% data, the argument inside sample() changes to 0.5 and 0.7, 

respectively. 

 

 
 

The data is split into train-val-test at a ratio of 80-10-10 using the train_test_split function. 

 

 
 

Python's logging module is used to track the execution of model commands and errors if any. 

 

 
 

After running multiple iterations, an optimum set of hyperparameters are chosen for our 

proposed models. We have used the Classification module provided by Simple Transformer 

distribution. The model, its tokenizer, maximum length of sequence, epoch, batch size, 
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learning rate, optimizer, dropout and more are given as arguments to the ClassificationModel 

function. 

 

We have chosen evaluate_during_training to be True, thus in the train_model function, both 

training and evaluation data are passed. 

 

The wandb_project stores the runtime data of the model. We have extracted the GPU 

utilization plot from wandb projects created for each run. 

 

Note – For BERT models, the ClassificationModel arguments are bert and bert-base-uncased.  

 

 
 

The eval_model is used to obtain the model performance results on evaluation data. 

 

 
 

9 Predictions 
 

Once the evaluation results look fine, predict function is used to test the model with test data. 

A confusion matrix and classification report are printed for each model. 
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The model is tested on few raw samples as well.  

 

 
 

 
 


