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Classifying the Insincere QQuestions using Transfer
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Abstract

Hate speech and insincere content on social media and online communication
forums are digitalized forms of personal attacks. Such content if left unattended,
tamper the decorum of the forum and lead to a lack of trust by the users. Manual
screening of content posted online is tedious and psychologically harmful for the
people reviewing these posts. Developing a robust and scalable model to detect
such content automatically is a pressing priority. This research project proposes
using pre-trained language representation model based on transformer architecture
to identify the insincere questions posted on Quora. The dataset for research work
is extracted from the Kaggle data repository. To limit the use of high computational
power, which is otherwise required for NLP problems, we have created three samples
of data and trained the transformer-based BERT and XLNET models. Due to
high imbalance in the dataset, macro f1-score is considered as the metric for model
performance evaluation. The results show that both BERT and XLNET outperform
the baseline model, logistic regression. Amongst BERT and XLNET, the XLNET
model achieves a higher macro-f1 score and weighted fl-score of 0.84 and 0.96,
respectively.



1 Introduction

1.1 Background & Motivation

The advent of internet and development of IT technologies has led to a lot of people
spending a considerable amount of time online. The presence of social media and Ques-
tion & Answering (Q&A) forums encourages people to connect and share knowledge. The
social media platforms allow users to render individual opinions in a way to develop a
constructive and safe ecosystem for everyone. Through these QA portals, users can post
new questions and get a quick response. The questions posted are diverse and range from
personal, professional to purely anything. While these QA forums are originally meant
for knowledge-sharing, some people misuse these platforms to harass others by posting
derogatory and harmful content. Thus, leading to bad user engagement for audiences
genuinely seeking information through these platforms.

Quora is one such popular QA forum that has facilitated collaborative learning with
around 300 million active users monthly| (Paul et al); 2012). Similar to any social or QA
forum, Quora too has content ranging from high-quality to low-quality. The presence of
insincere content on Quora puts the platform and the users at risk. With the massive
volume of data, manually removing the insincere questions is challenging and psychologic-
ally harmful. Therefore, the need to develop an automated system to Iter the incoming
data before publishing arises.

Previously Quora employed the use of manual review and machine learning algorithms
to Iter the incoming data. With increased user base and complexity, the need for a
more scalable and robust system for identifying the existing insincere questions along
with ltering new ones surfaced. Therefore, the Quora team published a labeled dataset
with questions and associated labels as sincere or insincere. The de nition for labeling
a question as insincere is outlined as well. The questions based on false assumptions,
encourage rage, sexual content, or questions posted to target a particular audience are
labeled as insincere questions.

The literature around toxic content identi cation show use of machine learning and deep
learning models. The ML models such as random forest, logistic regression, SVM (Ran-
ganathan et al.; 2019), KNN (Kajla et al.; 2020) (Mungekar et al.; 2019) are implemented
with various feature extraction techniques. The deep learning models implemented in-
clude bi-directional LSTM, GRU (Sampath; 2019)(Mediratta and Oswal; 2019), MLCNN
(Roy; 2020), and MLP (Priyambowo and Adriani; 2019). The recent developments of the
pre-trained language representation models have proven to remember more profound con-
text than any ML or DL models. These pre-trained models enable transfer learning and
do not require any feature engineering or large corpus of data. In this research work, we
will explore the pre-trained models BERT and XLNET for insincere question classi cation
task with limited computational power.



1.2 Research Question & Objective
1.2.1 Research Question

1. How far can the classi cation of insincere questions on Quora be improved by lever-
aging pre-trained language representation models?

2. Can a transformer-based model produce competitive results with a smaller dataset
size and limited computational power?

1.2.2 Research Objective & Contribution

The research around the identi cation of hate speech and toxic comments on online for-
ums has geared only recently. Thus, there is a scope of building more robust and scalable
models for the task at hand by using models that have proven to produce state-of-the-art
results in the NLP domain. The primary contribution of this project is the implement-
ation of BERT and XLNET transformer models for the insincere question classi cation
task with di erent samples of data (10%, 50% and 70%).

Below are the objectives outlined to answer the research question poised above {

1. Critical review of studies performed for insincere content identi cation.

2. Data pre-processing to meet the input parameter requirement of the BERT and XL-
NET models.

3. Implementation of BERT model for text classi cation task.

4. Implementation of XLNET model for text classi cation task.

5. Evaluation of the performance of pre-trained models trained on samples of data to
minimize the usage of computational power.

6. Comparison of the BERT and XLNET model with f1-score as the metric.

7. Comparison of trained models with a baseline model.

1.3 Roadmap

The remaining document is structured as follows. A brief review of literature is discussed
in the second section. The project methodology and design ow diagram are discussed in
the third and fourth section, respectively. The project implementation, result evaluation,
discussion and conclusion are discussed in the subsequent section.

2 Related Work

In this section, we will discuss the di erent techniques explored by researchers for iden-
ti cation of toxic comments or hate speech on online portals. Andracec (2020) in his
survey paper highlighted that the research around toxic content identi cation expediated
recently with earliest work published in 2018.

2.1 Machine Learning

Several Machine learning techniques are leveraged to identify disparaging content posted
online. The supervised machine learning algorithms such as random forest, decision tree,



nawve bayes, logistic regression, and SVM are implemented on the Quora dataset by Mun-

gekar et al. (2019). An ensemble of nawve bayes and logistic regression is implemented
as well. The questions are pre-processed, combining lemmatization with TF-idf and bag

of words as vectorization techniques for di erent models. The trained models are eval-

uated using fl-score metric, and the models trained with bag-of-words as vectorization

technique have ared well. The best results are observed for logistic regression and its
ensemble model with an f1-score of 0.63.

The role of feature engineering in machine learning is unparalleled. Proper feature ex-
traction leads to an increase in model's performance. For the Quora insincere question
classi cation task, Priyambowo and Adriani (2019) investigated the outcome of di erent
feature selection techniques to form a baseline for future studies. The researcher under-
sampled the data to get an equal proportion of the target class and blended the syntax,
semantic and lexical features for feature engineering. The di erent features extracted
were fed into Random forest classi er, Decision tree, KNN, SVM, multinomial nase
bayes, and multilayer perceptron to nd what combination of features and model pro-
duces the best results. The author conferred from the evaluation results that extraction of
unigram features performs reasonably well with all the chosen models. Adding other fea-
ture engineering techniques such as POS increases the f1 score of some models. The e ect
of di erent pre-processing techniques and feature representation on model's performance
is evaluated by Al-Ramahi and Alsmadi (2020) for the dataset released by Quora. The
author performed two experiments considering smaller and balanced corpus of data with
approximately 60k records for one experiment and 15k records for the other. For the rst
experiment, stemming and stop word removal are performed in the pre-processing stage,
and bag of words (BoW) is used for feature space representation. Whereas for the second
experiment, only the stop words are removed, and n-gram technique is used for feature
space representation. To avoid over tting caused by the large feature space generated
by BoW and n-gram, the chi-square (X2) statistic is used. This technique helps select
relevant features from the large feature space by measuring the chi-square statistic for
each feature regarding the target class. The machine learning classi er models, Random
Forest, Nawe bayes, Logistic regression, SVC, and Decision tree are trained on the pre-
processed data. The trained models are evaluated using f1-score, and the results of both
experiments are almost the same. Thus, highlighting that stemming is not an essential
pre-processing step for such problems. Overall, Logistic regression produced the best
results in comparison to other models.

On top of the binary classi cation dataset by Quora, a dataset with six labels for further
granular classi cation of insincere questions was released in FIRE 2019 competition. The
six labels included sincere, hate speech, rhetorical, hypothetical, objectionable, and other
category. The TF-IDF vectorization technique with SGD optimized SVM is used by
Ranganathan et al. (2019) to classify the questions into six labels. Additionally, the most
commonly used hate speech and o ensive words are Itered to re ne the classi cation
further. The model achieved accuracy close to 48%. The same dataset is used by Kajla
et al. (2020) to train di erent machine learning models with evaluation metrics such as
log-loss and hamming-loss. The researcher thoroughly pre-processed the data and trained
Logistic regression, Nawe bayes, Random forest, SVM, Decision tree, and KNN models.
Logistic regression performs the best with minimum hamming loss.



Overall, we can infer that logistic regression achieves good results for insincere ques-
tion classi cation for most studies. However, the dependency on feature extraction and
data pre-processing technigues can not be disregarded. Machine learning models perform
well only with correctly extracted features. Also, they fail to retain the semantic meaning

of sequences during vectorization. Wankmuller (2021) pointed out that domain-speci ¢
knowledge and multiple trials are required to extract features for ML models.

2.2 Neural Network & Deep Learning

In Natural Language Processing, contextual learning is enabled by using deep learning
architectures. CNN and RNN are two commonly used deep learning frameworks based
on neural networks. With introduction of Attention mechanism, transfer learning mod-

els based on transformer architecture are used as well for di erent NLP problems. In
the subsequent sections, we have brie y discussed the work done by researchers using
variations of CNN, RNN and pre-trained models for hate speech and insincere question
identi cation.

2.2.1 Convolutional Neural Network (CNN)

The recent studies show application of CNN architecture in the NLP domain in contrast
to the former trend of its use with image data. Roy (2020) addressed the quora insincere
question classi cation problem by implementing a multilayer CNN (MLCNN). Firstly, the
raw data is pre-processed, and a question matrix is created using two manually created
embeddings (Skipgram and continuous BoW) and one pre-trained embedding (GloVe).
All the questions are padded to be of uniform length. The convolution process with
di erent kernel sizes starts once the question matrix is ready. A pooling layer is added
to reduce the size of feature space. A dense layer is added at the end for target probab-
ility calculation. Various experiments with combinations of kernels (2-g, 3-g, and 4-g),
dropout layer, and embeddings are performed to nd the model with best performance.
The experimental result proves that the model's performance improves with the dropout
layer and larger kernel size.

Two datasets, namely, Adolescents on Twitter (ALONE) and FIRE'20 containing youth
conversation on twitter and facebook are combined by Malik et al. (2021) for toxic content
identi cation. The researcher trained various machine learning and deep learning models
for the task at hand. Particularly for the DL model, BERT and fastText embeddings are
used for vector representation of data which is then fed into LSTM, CNN, and multilayer
perceptron. The results of the study show that CNN with BERT embedding produces
the best results with an fl1-score of 0.81.

2.2.2 Recurrent Neural Network (RNN)

RNNs are a common form of neural network capable of handling data sequences. LSTMs
are slightly di erent from RNN and were developed to resolve the vanishing gradient
problem faced by RNN. These architectures have been readily used for text classi cation
use cases.

A deep learning framework incorporating bi-directional GRU and LSTM with correspond-
ing attention layers is used by Sampath (2019) for insincere question classi cation. The
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researcher pre-processed the data and vectorized it by using a combination of GloVe and
FastText embeddings. An undersampled version of data is used for model training. The
model is evaluated using k-fold cross-validation using fl-score as the metric. Instead of
using bi-directional GRU, Mediratta and Oswal (2019) used bi-directional CUDNNGRU
for the Quora problem statement. Other models using bi-directional LSTM, Nasve Bayes,
and SVM are trained as well to compare the performance. The author undersampled the
data using a random undersampler. The results obtained for all the models are compet-
ent. Jain et al. (2020) tackled the insincere question problem by developing a novel deep
re nement model. The deep re nement model included layers of bi-directional GRU, bi-
directional LSTM, capsule and attention layer. Other parameters chosen include adam
optimizer, log loss function and cyclic learning rate. The author compared the proposed
model's performance with other machine learning and deep learning models. The com-
parison results prove that the deep re nement produces better results when compared to
other baseline models. Though the model produces compelling results, it is worth noting
that the introduction of capsule layers increases the training time and resources required.

A bi-directional LSTM model is implemented by Do et al. (2019) to identify hate speech
in the Vietnamese shared task 2019 competition. The dataset is labeled with three tar-
get variables, namely, clean, hate, and o ensive. Extensive pre-processing is performed
on the dataset, and word2vec and fastText embedding layers are used for vectorization.
Bi-LSTM with fastText embedding achieves an f1-score of 0.71.

2.2.3 Transformers

The eld of Natural language processing has seen tremendous advancements with the
introduction of Transformer architecture by Vaswani et al. (2017). Transformers solely
use Attention mechanism for sequence modeling, thereby evading the use of recurrent
neural networks. The attention mechanism in transformer architecture aids in solving
complex text analytics tasks. The performance of models based on transformer architec-
ture improves as it is designed to allow parallelization during model training. It comprises
encoders and decoders with multi-headed self-attention and fully connected layers. An-
other critical aspect of the transformer architecture is its ability to encode the relative
position of tokens of the input sequence.

Transformer architecture enables transfer learning in NLP. Several models have been
developed based on transformer architecture to solve problems such as text classi ca-
tion, sentiment analysis, language inference, text generation, and more. The pre-trained
models, BERT (Devlin et al.; 2018), XLNET (Yang et al.; 2019), RoBERTa (Liu et al.;
2019), GPT-2 (Radford et al.; 2019), and more, are ne-tuned with domain speci c data
for di erent NLP tasks.

Identifying hate speech on online portals is complicated as a considerable number of
users are multilingual. Users tend to blend languages while conversing, and this leads to
code-mixed text being generated. Banerjee et al. (2020) implemented BERT, ROBERTa,
DistiBERT, and XLNet to identify hate speech in Hindi-English code-mixed text. The
researcher highlighted that a limited amount of work is done regarding hate speech iden-
ti cation in code-mixed text. The dataset for this study is collected from Twitter and
annotated. Along with individual model training, an ensemble with all the models is de-



veloped as well. The results show that models perform well for di erent metrics (macro

f1, weighted f1, recall, and accuracy). Overall, XLNet performs well for the code-mixed
text with a macro fl-score of 0.67. BERT and multilingual-BERT models are implemen-

ted by Dowlagar and Mamidi (2021) to classify hate speech for FIRE 2019 and FIRE 2020
datasets. The researcher considered the SVM model as the baseline model and ne-tuned
BERT for the datasets chosen. A learning rate of 2e-5, drop out of 0.1, and batch size of
64 is chosen. A 5-6% increase in accuracy and macro fl-score is observed with the use of
pre-trained models.

2.3 Conclusion

An overview of literature shows that machine learning and NLP techniques have made
a breakthrough in identifying harmful or insincere content on online portals. Both ma-
chine learning and deep learning models have been rigorously used in the past for insincere
guestion identi cation problem statement. However, as highlighted earlier, ML models
heavily depend on feature engineering, and Deep learning models (RNN and CNN) rely
on availability of large datasets. As the hidden layers of DL model increase, the model
tends to overt if the dataset size is not adequate. Also, these models fail to capture
dependencies for multiple and extra-long sentences. The modern advances in transfer
learning techniques overcome the shortcomings of ML and DL models by eliminating the
need for feature extraction and large datasets.

Considering the current state of research for insincere question identi cation, it is clear
that the transformer-based models are relatively unexplored. Thus, this research will
use the pre-trained model, BERT and XLNET, for the task at hand and compare their
performance with the baseline model.

3 Methodology

This research project focuses on building a robust model for classi cation of questions
posted on Quora { sincere and insincere. The Cross-industry process for data mining
(CRISP-DM) methodology is used to classify the questions. The CRISP-DM approach

helps to e ectively plan, organize and execute data analysis projects. Figure 1 represents
di erent stages involved in CRISP-DM.

Figure 1. CRISP-DM Methodology

3.1 Business Understanding

The internet and social communication channels are great platforms to exchange know-
ledge promptly. People these days use community question and answer forums such as
Quora to get feedback on their questions. Some people often misuse these knowledge-
sharing platforms to spread hatred or even spread misleading information by posting
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personal opinions as questions rather than genuine questions. Questions posted to target
a speci ¢ community, gender or race degrade the quality of content on Quora and are
not safe for the audience who genuinely use this platform to seek information. There-
fore, there is a dire need to identify these insincere questions before they are visible to
a broader audience and take appropriate actions to maintain the safety of the online
knowledge-sharing ecosystem.

3.2 Data Understanding

Earlier, the Quora team leveraged machine learning models and manual review processes
to remove the insincere questions from the platform. In order to have more scalable and
robust models for identifying toxic or misleading content, a dataset with approximately
1.3M records was published by the Quora team. This dataset is made publicly available
for research on the Kaggle data repository under competitiohsThere are three columns

in the dataset: qid { the question id, question text { the actual questions posted by
the users, and the target { binary variable indicating whether the question is sincere or
insincere (0 or 1).

Exploratory data analysis (EDA) is performed to gain insights about the data distri-
bution. Figure 2 indicates the target variable distribution. The plot clearly shows that
the dataset is highly imbalanced with most questions being sincere. We are not disturb-
ing the target variable distribution as performing undersampling might lead to loss of
important information from the data and oversampling might cause model over tting.
Figure 3 shows a wordcloud with commonly used words in questions posted on Quora.

Figure 2: Target variable distribution

Ihttps://www.kaggle.com/c/quora-insincere-questions-classification/data



Figure 3: Word Cloud

3.3 Data Preparation

The questions in the dataset require pre-processing before feeding them into the model
for training. The textual questions are pre-processed to remove special characters, nu-
meric characters, punctuations, duplicate records, and the di erent contraction words
are expanded using python libraries. The dataset is validated for presence of duplicate
records. Once the pre-processing is done, the cleaned questions are tokenized and conver-
ted into vectors to meet the required input format of pre-trained transformer-based model.

We have refrained from removing the stop words and performing stemming or lemmat-
ization to keep the syntactical meaning of the questions intact. By omitting these steps,
the valuable information of the data is preserved.

3.3.1 Tokenization & Padding

Tokenization is a fundamental step in NLP problems, involving breaking text corpus into
smaller units known as tokens. BERT and XLNET models have their di erent individual
tokenizers that were used while pre-training these models. BERT uses a WordPiece token-
izer to tokenize the input questions (Schuster and Nakajima; 2012). It is a data-driven
tokenization approach that helps to strike a balance between vocabulary size and out of
vocab (OOV) words. With WordPiece tokenizer, BERT stores 30522 words in its vocabu-
lary and breaks the OOV words until it is found in the existing vocabulary. XLNET uses

a SentencePiece tokenizer to convert input sequences into tokens (Kudo and Richardson;
2018). The SentencePiece tokenizer is designed to implement subword tokenization using
byte-pair encoding (BPE) and unigram model.
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