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1 Introduction

The step by step process involved in this project from environment setup to implementa-
tion and evaluation is discussed in this configuration manual which is to identify whether
the performance of transformer based model is improved by applying aspect based senti-
ment analysis technique on it. The information about the programming language used,
configuration of system and necessary libraries are included in this configuration manual.
Results of this research along with the different experiments and their evaluation metrics
used in this research are discussed.

2 Environment Setup

2.1 System Specification

Implementation of this research was performed on Google Collaboratory. It is online
platform build upon Jupyter notebook and its is free. It allocates to run python programs
on google servers and influences high end GPU’s free of cost to implement machine
learning models. Due to faster GPU, the waiting time is less while the code is running.
Also, huge setup does not needs to installed in your system for the execution of project and
sharing notebooks is very easy. End to End implementation of project can be performed
on google colab platform.

2.2 Technical Specification

Python programming language was used for the implementation of this project.For exe-
cution of the project, following packages were used:

• NumPy

• Matplotlib

• Pandas

• transformers

• Keras

• pytorch

• tensorflow
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• seaborn

• sentenccepiece

• Scikit-learn

2.3 Data Source

The data is gathered from official website of Amazon web service. The data was down-
loaded in .tsv format. The dataset consists of 1705837 records. The data has various
parameters such as customer id, review id, product id , review body, review title, star
ratings, product parent, product title, product category, helpful votes, total votes, vine,
review headline, review date. The dataset has reviews of different products from the year
2004 - 2015. To achieve the objective and goal of the project, the data has to be polished,
and models should be trained on data.

3 Implementation

In this section end to end steps are elaborated while performing the implementation
proposed research. The implementation consists of following steps: Data Preparation
and data pre-processing and implementation of models.

3.1 Importing Necessary Libraries

In figure 1 all the necessary libraries which are required for implementation of this project
are imported

Figure 1: Necessary libraries
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3.2 Data Loading and Pre-processing

Fig 2 shows the original data

Figure 2: Loading of data

Since the dataset has multiple languages and for extracting of aspect terms spaCy library
is to be used trained on english module. So, the languages other than english has to be
removed from the dataset which is done by filtering the english reviews using langdetect.
The code for filtering the language is shown in fig 3 and reviewlanguage column has been
added to dataset which is reflecting in figure 4.

Figure 3: Filtering english language code

Figure 4: Filtered English languages

3.3 Aspect Extraction

After the removal of reviews in other than english language, the process of aspect ex-
traction begins. In fig 5 Code for extracting aspect has been defined. For aspect extrac-
tion, spaCy library is used. Here after extracting the aspect terms and calculating the
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sentiments as positive or negative, a column has been added to the data of aspectAver-
ageScore as shown in figure 8. In this data, for calculating aspectAverageScore first the
aspect terms and the sentiments associated with it are extracted. If there are more than 1
aspect and associated sentiment, then the average of the sentiment is taken. For example.
The book title is good, but the stories are bad and also the pictures are not good; In this
example book, stories and pictures are the aspects and there are associated sentiments
with it. So according to the average of the sentiment it is marked as negative sentiment
i.e., 0 in aspectAverageScore column in the dataset.

Figure 5: Aspect extraction

Figure 6: Aspect Average score

In figure 7 data is labelled properly and it provides ground truth that the machine learning
algorithm uses to check its prediction accuracy. In this data has been labelled on the
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basis of star ratings. star ratings have values from 1 to 5. So, whenever the star ratings
value is above 3 then it is considered as positive sentiment and whenever the star rating
is lower or equal to 3 then it is considered as negative sentiment. The positive sentiment
is denoted as ‘1’ and the negative sentiment is denoted as ‘0’

Figure 7: labelling data on the basis of star ratings

Here, it can be seen that both sentiment and aspectaveragescore data has been added to
dataset.

Figure 8: addition of aspect average score and labelled sentiments to the data

3.4 Modelling and Evaluation

The process of data modeling is an act of training machine learning model to predict
the values from the features and adjusting it according to the business needs. Various
transformer based deep learning method are going to be used such as XLNet, ALBERT
and RoBERTa. For modelling only 40000 data is used due to computational limitations.

3.4.1 Splitting the data into train and test

The dataset is split into train and test set with the split ratio of 0.3 for training and
validation of the model

Figure 9: Split into Train and Test
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3.4.2 XLNet

In this paper Alshahrani et al. (2020) multiple models are built on top of XLNet for
prediction of cynicism and optimism on twitter messages and positive emotions are much
more common in optimistic messages while in pessimistic messages negative emotions are
more is demonstrated using XLNet sentiment analysis.

Figure 10: Loading XLNet model

Figure 11: Training of XLNet
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Figure 12: Evaluation of XLNet without aspect terms

Figure 13: Accuracy of XLNet without aspect terms
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After evaluating XLNet model with and without aspect based approach it can be seen
that accuracy of XLNet with aspect terms is 79% and accuracy of XLNet without aspect
terms is 91%.

Figure 14: Evaluation of XLNet with aspect terms

Figure 15: Accuracy of XLNet with aspect terms
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3.4.3 RoBERTa

In this research Ghasiya and Okamura (2021) the used database has more than a lakh
headlines and it was analyzed using word2vec and RoBERTa model. Here, RoBERTa
model has accomplished a accuracy of 90% and the headlines were classified better than
the traditional classifiers and this execution of RoBERTa for sentiment classification on
the dataset showed that the 73.23% of UK news had negative sentiments, while South
Korea news has 54.47% of positive sentiment.

Figure 16: RoBERTa training

The training accuracy is 94% and the testing accuracy is 94%
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Figure 17: Evaluation of RoBERTa without aspect terms

The below figure is the confusion matrix on which x-axis is the predicted label and on
the y-axis is the Actual label. From the figure it can be seen that the value was negative
and it predicted negative for 97% and the value was positive and it was predicted positive
76% of the time. In figure 19 the training accuracy is 88.16% and the testing accuracy is
88.25%
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Figure 18: Confusion matrix for RoBERTa without aspect terms

Figure 19: Evaluation of RoBERTa with aspect terms
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The below figure is the confusion matrix on which x-axis is the predicted label and on
the y-axis is the Actual label. From the figure it can be seen that the value was negative
and it predicted negative for 86% and the value was positive and it was predicted positive
90% of the time.

Figure 20: Plotting Confusion matrix for RoBERTa with aspect terms

3.4.4 ALBERT

In this research by Wang et al. (2020) a model of ALBERT and LSTM is proposed for
sentiment analysis of product review. Here, first the pre-trained ALBERT model is used
to get the word vector which contains positional and semantic data and LSTM model is
used to obtain semantic features for training

Figure 21: building ALBERT model network structure
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Figure 22: Preparation of training and testing data for ALBERT

The training and testing accuracy for the ALBERT model without aspect terms 83.06%
and 83.80% respectively

Figure 23: Evaluation of ALBERT model without aspect terms

The training and testing accuracy for the ALBERT model without aspect terms 59.07%
and 59.06% respectively
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Figure 24: Evaluating ALBERT model with aspect terms
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