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Configuration Manual
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1 Introduction

This configuration manual lists all hardware and software requirements to reproduce this
research. The steps taken from data acquisition to model implementation are shown in
this document.

2 Hardware and Software Requirements

Table 1 shows the hardware specifications used in the research. Table 2 shows the pro-
gramming language used, the libraries used and their respective versions.

Table 1: Hardware Specifications.

RAM 32GB
Processor Intel(R) Core(TM) i7-8750H CPU @ 2.20GHz

OS Windows 10 and Ubuntu 20.04

Table 2: Python Libraries and Versions.

Library Version

Python 3.8.5
Jupyter Lab 3.0.14

pandas 1.2.4
numpy 1.19.2

re 2.2.1
tensorflow 2.3.0

keras 2.4.3
scikit learn 0.24.2

nltk 3.6.2

3 Dataset

3.1 Folder Structure

The files need to be inside the project folder as shown in Figure 1 for the paths in the
code to work correctly. Also, the paths must be changed if executing inside a Linux or

1



Windows machine. Each file shown in Figure 1 will be explained in this manual.

Figure 1: Structure of the project folder. All shown files must be inside this folder for
the files and paths to work.

3.2 Dataset Creation

The dataset was download from a Github repository which can be found at
https://github.com/roneysco/Fake.br-Corpus . The downloaded zip file contains
three folders and a README file. The full texts folder contains the full texts of the
news, and also the metadata information about each label. The size normalized texts
folder contains the truncated texts so that each fake-real pair has the same text length.
The preprocessed folder contains a .csv file with three columns: index, label, and the pre-
processed text. Pre-processed text means the removal of diacritic, accent, and Portuguese
stopwords. Only the original full texts (the first folder) was used in this research.

Figure 2 shows the complete script to generate the master dataframe. For the code
to work it is needed to have the Fake.br-Corpus-master folder inside the project folder.
The necessary imports are shown at the top of the script.

4 Preprocessing

Before dealing with the actual data, some functions were defined to make the code cleaner
and more organized. Figure 3 shows the necessary imports for the script. Figure 4
shows the function used to clean the texts. Figure 5 shows the function used to remove
Portuguese stopwords from the texts. Figure 6 shows the function used to evaluate the
models. Figure 7 shows the function used to save the models if wanted.

5 Experiments

5.1 Term Frequency - Full Texts Experiments

Figure 8 shows the necessary imports for these experiments. All TF experiments did not
remove stopwords from the texts. Figure 9 shows how to load the data. Figure 10 shows
the pre-processing steps and the creation of the train and test sets.
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Figure 2: Full Python script to generate the master dataframe.

Figure 3: Necessary imports for the useful funcs script.
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Figure 4: Function used to clean the texts.

Figure 5: Function used to remove the Portuguese stopwords from the text.

Figure 6: Function used to evaluate the models.
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Figure 7: Function used to save the models.

Figure 8: Necessary imports for the TF experiments.

Figure 9: Loading the dataframe inside the environment.
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Figure 10: Pre-processing steps and creation of train and test sets for the full texts.

Next, all machine learning models were trained. Their code snippets are shown below.
For all models, the parameters were optimized with the use of grid search and the code
snippets for these are also shown. Figure 11 depicts an example of the output of the
modelEval function.

The KNN model was not optimized by the use of grid search but by the use of the
elbow method. Figure 24 shows the method.

5.2 Term Frequency - Truncated Texts Experiments

All models and the code flow were exactly the same as shown for the Section 5.1. The
only difference was in the CountVectorizer parameter max features that was set to 200,
which can be seen in Figure 37.

5.3 Term Frequency-Inverse Document Frequency Experiments

All models were trained and optimized exactly like shown in Section 5.1. The only
differences are in the imports (Figure 38) and in the pre-processing steps (Figure 39).
The only difference when considering truncated texts is that the max features parameter
of the TfidfVectorizer is set to 200.

5.4 Neural Networks

Figure 40 shows the necessary imports for these experiments. Figure 41 shows how to
load the dataframe and define the path to the folder where the models will be saved.
Figure 42 shows the pre-processing for these experiments. Two different scenarios were
tried, with and without stopwords. The only difference in the code from one to the other
is the third line in Figure 42 which is removed when the stopwords are not removed from
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Figure 11: Standard logistic regression model.

Figure 12: Grid search for the logistic regression.

Figure 13: Optimized parameters for the logistic regression.
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Figure 14: Standard decision tree model.

the texts. The rest of the images show the neural networks architectures, parameters and
callbacks.

5.5 mBERT

The mBERT model was run using an online interface at https://platform.peltarion.com/.
From Figure 56 to Figure 65 it is possible to see the necessary steps to reproduce the
model.
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Figure 15: Grid search for the decision tree.
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Figure 16: Optimized parameters for the decision tree.

Figure 17: Standard LinearSVC model.
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Figure 18: Grid search for the LinearSVC.

Figure 19: Optimized parameters for the LinearSVC.

Figure 20: Standard SVC model.
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Figure 21: Grid search for the SVC.

Figure 22: Optimized parameters for the SVC.
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Figure 23: Standard KNN model.

Figure 24: Elbow method for the KNN.
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Figure 25: Optimized parameters for the KNN.

Figure 26: Standard random forest model.
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Figure 27: Grid search for the random forest.
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Figure 28: Optimized parameters for the random forest.

Figure 29: Standard Naive Bayes model.
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Figure 30: Grid search for the Naive Bayes.

Figure 31: Optimized parameters for the Naive Bayes.

Figure 32: Stacking model.
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Figure 33: Predictions for the stacking model.

Figure 34: XGBoost model.

Figure 35: Grid search for the XGBoost.
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Figure 36: Optimized parameters for the XGBoost.

Figure 37: Pre-processing steps and creation of train and test sets for the truncated texts.
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Figure 38: Pre-processing steps and creation of train and test sets for the truncated texts.

Figure 39: Pre-processing steps and creation of train and test sets for the full texts and
the TF-IDF technique.
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Figure 40: Necessary imports for the NN experiments.

Figure 41: The folder to save the models and how to load the dataframe.
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Figure 42: Pre-processing steps for the NN experiments.
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Figure 43: CNN architecture.
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Figure 44: CNN callbacks and fit.

Figure 45: CNN predictions.

Figure 46: Best CNN model being loaded.
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Figure 47: Code snippet to plot the loss and accuracy of the CNN.
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Figure 48: GRU architecture.

Figure 49: GRU callbacks and fit.
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Figure 50: GRU predictions.

Figure 51: Best GRU model being loaded.
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Figure 52: LSTM architecture.
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Figure 53: LSTM callbacks and fit.

Figure 54: LSTM predictions.

Figure 55: Best LSTM model being loaded.

Figure 56: Create a project. It is locate din the top left of the page.
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Figure 57: Upload the dataset as a csv file.

Figure 58: Click in ”done”.
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Figure 59: Click in ”Use in new experiment”.
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Figure 60: Choose these settings for the first tab.
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Figure 61: Choose these settings for the second tab.
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Figure 62: Choose these settings for the third tab and click in ”create”.
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Figure 63: The parameters used are shown in this figure.
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Figure 64: Click in ”run” on the top right corner to run the model.

Figure 65: Go to the evaluation tab and check the results after the model ran.
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